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Abstract

We study a subgroup of the Shafarevich-Tate group of an abelian variety known

as the visible subgroup. We explain the geometric intuition behind this subgroup,

prove its finiteness and describe several techniques for exhibiting visible elements.

Two important results are proved - one what we call the visualization theorem,

which asserts that every element of the Shafarevich-Tate group of an abelian variety

becomes visible somewhere. Although the theorem is not original, the proof is

original and is based on the explicit use of principal homogeneous spaces. The

second result is the visibility theorem, stating that under certain conditions, one

can inject a weak Mordell-Weil group into the Shafarevich-Tate group. Finally, we

present two applications which provide evidence for the Birch and Swinnerton-Dyer

conjecture - one example, in which the visibility theorem applies directly, and one,

where visibility occurs only after raising the level of the modular Jacobian.
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Introduction

In the 1960s, the British mathematicians Bryan Birch and Peter Swinnerton-Dyer
stated several interesting conjectures about the arithmetic of the elliptic curves
over Q, after doing some computations at Cambridge University. Later on, John
Tate formulated more functorial versions of these conjectures and generalized them
to abelian varieties over Q. The most famous version of the Birch and Swinnerton-
Dyer conjecture is a relation between analytic and arithmetic invariants of an elliptic
curve (more generally, abelian variety).

Conjecture 1 (Birch and Swinnerton-Dyer Conjecture). Let E be an elliptic
curve over Q of Mordell-Weil rank r and let L(E, s) be the L-series, attached to the
elliptic curve, then

ords=1L(E, s) = r.

There is another version of the conjecture, which was described by John Tate
in 1974 and is known as the full BSD conjecture. We will state the conjecture for
abelian varieties over Q, attached to newforms. The quantities that are included
into the conjecture are the real volume ΩA (or the canonical volume of A(R), the
Tamagawa numbers cA,p, the order of the Shafarevich-Tate group X(A/Q), the
order of the torsion subgroups A(Q)tors and A

∨(Q)tors and the order of vanishing of
the L-function of A. All of the quantities will be discussed in more details later.

Let A be an abelian variety over Q, which is attached to a newform f =
∑

n≥1

anq
n

of level N and let f (σ) =
∑

n≥1

aσnq
n be the different Galois conjugates of f . We can

define the L-function of the variety A as L(A, s) :=
∏

σ:Kf ↪→Q

(

∑

n≥1

aσn
ns

)

.

Conjecture 2 (Full BSD Conjecture). Assume that L(A, s) does not vanish at
s = 1. Then

L(r)(A, s)

r! · ΩA

=
|X(A/K)| ·∏p|N cA,p · RegA
|A(Q)tors| · |A∨(Q)tors|

.

The above conjecture assumes that X(A/Q) is finite. In fact, there is a close con-
nection between the Birch and Swinnerton-Dyer conjecture, and the Tate-Shafarevich
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conjecture (according to which X(A/K) is always finite for any abelian variety over
a number field).

The main goal of this thesis is to introduce and study a subgroup of the Shafarevich-
Tate group, known as the visible subgroup and to describe various techniques for
producing visible elements of certain order, which in turn could provide evidence for
Conjecture 2. We prove a theorem (the visibility theorem), which is due to William
Stein and Amod Agashe, which exhibits embeddings of certain weak Mordell-Weil
group into X(A/K) for abelian varieties of rank zero under certain hypothesis. We
prove a general statement, according to which every element of X(A/K) can be
visualized somewhere. The proof of this statement is original and was discovered
by William Stein and the author. Finally, we present a technique for visualizing
elements by raising the level of the modular Jacobian. This technique is based on
a theorem of K. Ribet and can be applied for abelian varieties, for which the visi-
bility theorem fails. We give a computational example to explicitely illustrate the
technique.

This thesis project should in no case be considered to be a self-contained pre-
sentation, since such an exposition would have been beyond the volume of a senior
thesis. As such, we assume basic familiarity with elliptic curves, Galois theory, Ga-
lois cohomology, theory of schemes. We also assume that the reader is familiar with
the existence and the basic properties of Néron models of abelian varieties. We
sometimes sketch the more technical proofs and constructions, omitting the details
and refering the reader to more detailed references. We tried, however, to present
all the important steps and ideas in the main results of the thesis (the visibility
theorem, the visualization theorem, etc.). Some of the chapters (such as Chapter 1
and Chapter 3) require much less background than the others.



Chapter 1

Mordell-Weil Theorem,
Shafarevich-Tate Group and
Selmer Groups for Elliptic Curves.

We use the proof of the weak Mordell-Weil group as a motivation for introducing
the Shafarevich-Tate group and the Selmer group of an elliptic curve. This approach
allows us to present a more geometric interpretation of the two groups in terms of
principal homogeneous spaces and their relation to Galois cohomology. These ideas
are important for the computation of the full Mordell-Weil group E(K), which is still
an open problem. It follows from [23, VIII.3] and [23, Exer. 8.18] that by knowing
generators for the group E(K)/mE(K), we can obtain generators for E(K) with a
finite amount of computation. Thus, we will be interested only in computing the
group E(K)/mE(K).

We show how computing the weak Mordell-Weil group E(K)/mE(K) reduces to
determining whether there exists at least one rational point on certain homogeneous
spaces. The last problem is a particular case of Hilbert’s Tenth Problem about
deciding the solvability of diophantine equations. In fact, the techniques allow us to
describe an algorithm for computing E(K)/mE(K) which terminates if one assumes
the Tate-Shafarevich conjecture about the finiteness of X(E/K). Finally, we prove
that the φ-Selmer group for an arbitrary isogeny φ : E ′ → E is always finite and
explain how to compute that group.1

1.1 WeakMordell-Weil Group and Kummer Pair-

ing via Galois Cohomology

Suppose that E is an elliptic curve over a number field K and m ≥ 2 is an integer,
such that E[m] ⊆ E(K). We define the weak Mordell-Weil group for E/K to be the

1We should make clear that we will not be concerned at all about the computational complexity
of the algorithms, i.e. how difficult the computations are.
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quotient group E(K)/mE(K), where E(K) is the group of K-rational points on E.
We start by defining a pairing

κ : E(K)×Gal(K/K)→ E[m],

in the following way: for each P ∈ E(K) choose Q ∈ E(K), such that [m]Q = P
and let κ(P, σ) := Qσ −Q.

First of all, this pairing is well-defined. To see this, suppose that Q′ is another
point, such that [m]Q = [m]Q′ = P . We need to check that Q′σ − Q′ = Qσ − Q.
But [m](Q′−Q) = 0, i.e. Q−Q′ ∈ E[m] ⊆ E(K), which means that Q′−Q is fixed
by the action of Gal(K/K). Hence, (Q′−Q)σ = Q′−Q, or Q′σ−Q′ = Qσ−Q. We
often call the pairing κ the Kummer pairing.

The basic properties of κ are summarized in the following proposition:

Proposition 1.1.1. The pairing κ is bilinear, with left kernel equal to mE(K)
and right kernel equal to Gal(K/L), where L is a field extension of K obtained by
adjoining the coordinates of all points in [m]−1E(K) (or L = K([m]−1E(K))). In
particular, κ induces a perfect bilinear pairing

E(K)/mE(K)×Gal(L/K)→ E[m].

Proof. Bilinearity of κ is obvious from the definition. Suppose that P ∈ E(K) is in
the left kernel of κ. Choose Q ∈ E(K), such that [m]Q = P . We will show that
Q ∈ E(K) and thus, it will follow that P ∈ mE(K). But this is clear from the
definition, since κ(P, σ) = 0 means precisely that Q is fixed by σ. Conversely, any
P ∈ mE(K) is in the left kernel of κ.

Let σ ∈ Gal(K/K)(K) be in the right kernel. In this case it suffices to show
that σ fixes the field extension L/K. Let P ∈ E(K) and Q be a point, such that
[m]Q = P . Then κ(P, σ) = 0 implies Qσ = Q. Since this is true for any point in
[m]−1E(K), then L is fixed by σ, i.e. σ ∈ Gal(K/L). Conversely, any σ ∈ Gal(K/L)
is in the right kernel, because it fixes the points in [m]−1E(K).

We obtain the perfect bilinear pairing by moding out by the left and right kernels
of κ.

Next, our goal is to describe the Kummer pairing in terms of Galois cohomology.
To begin with, consider the short exact sequence of Gal(K/K)-modules for a fixed
integer m > 1

0→ E[m]→ E(K)
·m−→ E(K)→ 0.

This short exact sequence gives a long exact sequence on cohomology

0 → H0(Gal(K/K), E[m])→ H0(Gal(K/K), E(K))
·m−→ H0(Gal(K/K), E(K))

δ−→ H1(Gal(K/K), E[m])→ H1(Gal(K/K), E(K))
·m−→ H1(Gal(K/K), E(K)).
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But H0(G,M) =MG for any group G and a G-module M , so we rewrite the above
sequence as

0 → E(K)[m]→ E(K)
·m−→ E(K)

δ−→ H1(Gal(K/K), E[m])

→ H1(Gal(K/K), E(K))
·m−→ H1(Gal(K/K), E(K)).

Using the fact that ker(δ) = mE(K), we obtain the following short exact se-
quence, known as the Kummer sequence:

0→ E(K)/mE(K)
δ−→ H1(Gal(K/K), E[m])→ H1(Gal(K/K), E(K))[m]→ 0.

Since the left kernel of the pairing κ is mE(K), then κ induces a homomorphism

δE : E(K)/mE(K)→ Hom(Gal(K/K), E[m]).

It follows immediately that δE is precisely the connecting homomorphism δ for
the above long exact sequence.

1.2 Properties of L = K([m]−1E(K))/K

After introducing the Kummer pairing in the previous section, we will to study in a
more detail the field extension L = K([m]−1E(K)), which appeared in Proposition
1.1.1 in the previous section. The main result that we prove is that this extension
is abelian and of exponent dividing m, which is unramified outside of a finite set of
places ν. Then, using a general result from algebraic number theory, we will prove
that L/K is a finite extension.2

The main properties of the field extension L/K are summarized in the following

Proposition 1.2.1. (i) The field extension L/K is an abelian extension of exponent
dividing m. In other words, the Galois group Gal(L/K) is abelian and every element
has order dividing m.
(ii) If S is the finite set of places at which E has bad reduction, together with the
infinite places and the places ν, for which ν(m) 6= 0, then L/K is unramified at each
ν /∈ S.

The following lemma will be used in the proof of the proposition:

Lemma 1.2.2. Suppose that ν is a discrete valuation, such that ν(m) = 0 and E/K
has good reduction at ν. Then the reduction map E(K)[m]→ Ẽν(kν) is injective.

Proof. This is proved in [23, VII.3.1] by using formal groups. We will later on refer
to a similar statement for abelian varieties.

2Note that finite generatedness of E(K) would immediately imply that L/K is finitely gen-
erated, because L would be an extension of K, obtained by adjoining finitely many elements.
However, we cannot use this, because we are trying to prove finite generatedness for E(K).
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We are now ready to prove the proposition:

Proof of Proposition 1.2.1. (i) This is a consequence of proposition 1.1.1. Indeed,
the map Gal(L/K) → Hom(E(K), E[m]) defines an injection σ 7→ κ(σ, ·), so
Gal(L/K) is abelian and the order of every elements of divides dividing m, since
every homomorphism of Hom(E(K), E[m]) has order dividing m.
(ii) Take a point Q ∈ [m]−1E(K) and let P = [m]Q. Consider the extension
L = K(Q) over K. It suffices to show that this extension is unramified at each
ν /∈ S. Let ν ′ be an extension of ν in K(Q) and Dν′/ν and Iν′/ν be the inertia and the
decomposition groups, respectively. We will be done if we show that each element of
Iν′/ν acts trivially on K(Q). Indeed, every element of Iν′/ν acts trivially on Ẽν(k

′
ν′),

where k′ν′ denote the reduction of K(Q) at ν ′. Therefore (Qσ −Q)∼ = Q̃σ − Q̃ = 0̃
for all σ ∈ Iν′/ν . But Qσ −Q ∈ E[m], because Q ∈ [m]−1E(K). Thus, lemma 1.2.2
implies that Qσ = Q, so Iν′/ν acts trivially on K(Q)/K, which means that the field
extension is unramified. This proves the proposition.

So far, we concluded that L/K is an abelian extension of exponent dividing m
which is unramified outside of a finite set of primes. It turns out that these properties
are enough to deduce the finiteness of L/K. The next theorem establishes precisely
this statement. In the proof, we use several results from algebraic number theory.

Theorem 1.2.3. Let K be a number field, m ≥ 2 be an integer, and S be a finite
set of places, containing all infinite places in K and all finite places ν, such that
ν(m) 6= 0. Consider the maximal abelian extension L/K which has exponent dividing
m and which is unramified at all places outside of S. Then L/K is a finite extension.

Proof. If the proposition is true for a finite extension K ′/K, then it is certainly true
for K. Indeed, if L/K is the maximal abelian extension of exponent dividing m,
which is unramified outside of the finite set S, then LK ′/K ′ is a maximal abelian
extension of exponent m, unramified outside of a set S ′ of extensions of the places
in S to LK ′. Therefore, LK ′/K ′ is finite, and so L/K would also be finite. Thus,
we can assume that K contains the m-th roots of unity µm.

We define the ring of S-integers

RS = {a ∈ K : ν(a) ≥ 0 for all ν /∈ S}.

Sine the class number of RS is finite, we can add finitely many places to S, so that
RS becomes a Dedekind domain with class number 1 (i.e. a principal ideal domain).
Making S bigger increases L and so we can assume that RS is a principal ideal
domain.

Next, we use another auxiliary result:

Lemma 1.2.4. Let K be a number field (more generally, any field of characteristic
0), containing the m-th roots of unity µm. Then the maximal abelian extension of
K of exponent m is obtained by adjoining m-th roots of the elements of K. In other
words, L = K(a1/m : a ∈ K) is the maximal abelian extension of K of exponent m.
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Proof. Let L be an abelian extension of K of exponent dividing m and let G =
Gal(L/K). Since G is abelian, then G ∼= G1 × · · · × Gk, where the groups Gi are
all cyclic. Let Li/K be the fixed field of G1 × · · · × Ĝi × · · · × Gn. The Galois
group of Li/K is Gi, which is cyclic of order m′ | m. The field K contains the
primitive m′-th root of unity ε. Since NLi/K(ε) = 1, then by Hilbert Satz 90,
ε = σ(ui)/ui for some ui ∈ Li (σ is a generator for the Galois group Gal(Li/K)).
Next, σ(uni ) = (σ(ui))

n = (ε−1ui)
n = uni , so u

n
i ∈ K. Since σi(ui) = ε−iui, then the

minimal polynomial of ui has degree m
′, so Li = K(ui), where u

m′

i ∈ K. Therefore,
the maximal, abelian extension of K of exponent dividing m is

L = K(a1/m : a ∈ K).

By lemma 1.2.4 and by the fact that K([m]−1K)/K is abelian, of exponent
dividingm and unramified outside the finite set S, then K([m]−1K)/K is the largest
subfield of K(a1/m : a ∈ K), which is unramified outside S.

Suppose that ν /∈ S. Then a1/m ∈ L for some a ∈ K if and only if Kν(a
1/m)/Kν

is unramified. But since ν(m) = 0, then this condition is satisfied precisely when
ν(a) ≡ 0 (mod m). Finally, we conclude that L = K(a1/m : a ∈ TS), where

TS = {a ∈ K∗/K∗m : ν(a) ≡ 0(mod m) for all ν /∈ S}

We will be done if we prove that TS is finite. The idea is to consider the natural
map R∗S → TS. We claim that this map is surjective. Indeed, the valuations ν /∈ S
correspond precisely to the prime ideals of RS. Thus, if a ∈ K∗ represents an element
of TS, then the ideal aRS is the m-th power of an ideal of RS (by the definition of
TS). Since RS is a principal ideal domain, then aRS = bmRS for some b ∈ K∗.
Hence, a = ubm for some u ∈ R∗S. But then the images of a and u in TS are the
same and therefore the map R∗S → TS is surjective. Since its kernel contains (R∗S)

m

then we obtain a surjective map R∗S/(R
∗
S)
m → TS. Finally, using Dirichlet’s S-unit

theorem [14, V §1], it follows that R∗S is finitely generated and therefore R∗S/(R
∗
S)
m

is finite. Thus, TS is finite and L/K is a finite extension.

Thus, L/K is a finite extension, so using the perfect pairing E(K)/mE(K) ×
Gal(L/K)→ E[m], we conclude that E(K)/mE(K) is finite.

1.3 Computing theWeakMordell-Weil Group and

Principal Homogeneous Spaces

Recall that we assumed in the very beginning that E[m] ⊂ E(K). This assumption
implies that µm ⊂ K∗. It follows from Hilbert 90 Satz that each homomorphism
Gal(K/K) → µm has the form σ 7→ σ(β)/β for some β ∈ K

∗
and βm ∈ K∗.

Therefore, we have an isomorphism δK : K∗/K∗m → Hom(Gal(K/K), µm).
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The main idea for the computation of the weak Mordell-Weil group E(K)/mE(K)
is to use the homomorphisms δE (from section 1) and δK in order to construct a
pairing

b : E(K)/mE(K)× E[m]→ K∗/K∗m,

which is computable.
For the construction of this pairing, we use the Weil pairing em : E[m]×E[m]→

µm, defined in [23, III.8]. Define

b(P,Q) = δ−1K (em(δE(P )(·), Q)).

The pairing is well-defined, because δK is an isomorphism. It is also not hard to
check that the pairing is bilinear and nondegenerate on the left. Indeed, if δK were
degenerate on the left, then there would exist a point P , such that for all Q ∈ E[m]
and all σ ∈ Gal(K/K), em(κ(P, σ), Q) = 1. Since the Weil pairing is nondegenerate,
then κ(P, σ) = 0, which means that P ∈ mE(K) by proposition 1.1.1.

The pairing b is easily computable as follows:

Proposition 1.3.1. Let S be the finite set of places ν at which E has a bad reduction,
the infinite places and the primes dividing m. Then the image of the pairing b lies
in the subgroup

K(S,m) = {b ∈ K∗/K∗m : ν(b) ≡ 0(mod m) for all ν /∈ S}
Moreover, for a point Q ∈ E[m] if fQ and gQ are functions, satisfying div(fQ) =
m(Q) −m(0) and fQ ◦ [m] = gmQ , then b(P,Q) ≡ fQ(P )(mod K∗m) for P 6= Q. In
the case P = Q one can consider any point P ′ ∈ E(K), such that fQ(−P ′) 6= 0 and
use bilinearity of the pairing to obtain b(P, P ) = fQ(P + P ′)/fQ(P

′).

Before presenting the proof, we will make the following

Remark 1.3.2. Proposition 1.3.1 is useful for computing the group E(K)/mE(K)
in the following way: suppose that one is able to recover the functions fQ and gQ
from the equation of the curve. Next, take generating points Q1 and Q2 for E[m] ∼=
Z/mZ×Z/mZ. The idea is to consider the finitely many pairs (b1, b2) ∈ K(S,m)×
K(S,m) and for each one to test whether we can solve the equations b1z

m
1 = fQ1(P )

and b2z
m
2 = fQ2(P ) and P ∈ E(K) have a common solution (P, z1, z2) ∈ K2 ×K∗2.

Since the pairing b is nondegenerate on the left, then for a fixed pair (b1, b2), there
is at most one possible P , such that there exists a solution (P, z1, z2) of the above
system. Thus, one can recover this unique P from arbitrary K-rational point on the
variety

b1z
m
1 = fQ1(P ), b2z

m
2 = fQ2(P ), P ∈ E(K),

so the question of computing the Mordell-Weil group reduces to determining whether
or note each of finitely many varieties (each corresponding to a pair (b1, b2)) has a
K-rational point. We call these auxiliary varieties homogeneous spaces for E/K. In
that sense, the question of computing the group E(K)/mE(K) is related to Hilbert’s
Tenth Problem of deciding the solvability of diophantine equations.
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Proof of Proposition 1.3.1. Consider the element β = b(P,Q)1/m and the field ex-
tension K(β)/K. The proof of the first part is based on two observations. First,
the element β is contained in the finite extension L = K([m]−1E(K)), as defined
in proposition 1.1.1. Since L/K is unramified outside of S by theorem 1.2.1, then
K(β)/K is unramified as well. But we get from algebraic number theory that
K(β/K) is unramified at ν if and only if ν(βm) ≡ 0 (mod m). This proves that the
image of b is contained in K(S,m).

For the second part of the proposition, recall [23, III.8] that fQ and gQ are used

for defining the Weil pairing. In other words, em(P,Q) :=
gQ(X + P )

gQ(X)
(the last

fraction is the same for all X). Choose a point P ′ ∈ E(K), such that mP ′ = P .
Then by the definition of b and em for X = P ′, we have

βσ

β
= em(P

′σ − P ′, Q) =
gQ(P

′σ)

gQ(P ′)
=
gQ(P

′)σ

gQ(P ′)
.

By raising to the m-th power and using the fact that δK is an isomorphism, we
conclude that gQ(P

′)m ≡ βm (mod K∗m). Hence, fQ(P ) = fQ(mP
′) = gQ(P

′)m ≡
b(P,Q) (mod K∗m), which completes the proof of the proposition.

We should note at that point that there is a whole theory of principal homoge-
neous spaces and that they can be defined abstractly as varieties, equipped with a
simple transitive action of the elliptic curve (or more generally, the abelian variety).
For the later chapters, we assume that the reader is familiar with the basic theory.
In fact, all we will need is that the equivalence classes of principal homogeneous
spaces (or torsors) form a group (the Weil-Châtelet group WC(E/K)) and the el-
ements of that group are in bijective correspondence with the cohomology group
H1(Gal(K/K), E). The basic theory is presented in [23, X.3]

1.4 Applications and Complete 2-descent

Our discussion in the previous section will not be complete without an explicit
example, for which we compute the weak Mordell-Weil group, using the described
techniques. Since the main technical difficulties arise from the group law on the
elliptic curve, derived out of the Weierstrass equation, we restrict ourselves to the
case m = 2, which can be made explicit using the formulas for the group law on the
elliptic curve, out of the Weierstrass equations.

First, take a Weierstrass equation for E of the form

y2 = (x− e1)(x− e2)(x− e3).

The 2-torsion point in E are 0 and Qi = (ei, 0) for i = 1, 2, 3. The first step is
to determine the functions fQi

and gQi
. In this case, the explicit formulas for the
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group law on the curve [23, III.2] makes this quite easy. We check that the function
fQi

= x− ei satisfies div(fQi
) = 2(Qi)− 2(0). Moreover,

x ◦ [2]− ei =
(x2 − 2eix− 2e2i + 2(e1 + e2 + e3)ei − (e1e2 + e1e3 + e2e3))

2

(2y)2
,

so we set gQi
=

(x2 − 2eix− 2e2i + 2(e1 + e2 + e3)ei − (e1e2 + e1e3 + e2e3))

2y
. Recall

that knowing fQi
means knowing explicitely the equations for the principal homo-

geneous spaces.
Fix (b1, b2) ∈ K(S, 2)×K(S, 2). To check whether (b1, b2) is in the image of the

pairing b means to check whether the system of equations

y2 = (x− e1)(x− e2)(x− e3) (1)

b1z
2
1 = x− e1 (2)

and
b2z

2
2 = x− e2 (3)

has a solution (x, y, z1, z2) ∈ K × K × K∗ × K∗ (we are using the fact that Q1

and Q2 are generators for E[2]). By substituting (2) and (3) into (1), we obtain

y2 = (x−e3)b1b2z21z22 . Since b1, b2, z1, z2 are non-zero, we can consider z3 =
y

b1b2z1z2
.

Then the new set of equations is b1b2z
2
3 = x − e3, b1z21 = x − e1 and b2z

2
2 = x − e2.

By eliminating x, we get a pair of equations

b1z
2
1 − b2z22 = e2 − e1, b1z21 − b1b2z23 = e3 − e1.

We can use various techniques, such as reduction to determine whether or not this
pair of equations has at least one rational point (z1, z2). If this happens to be the
case, then we recover easily x and y as

x = b1z
2
1 + e1, y = b1b2z1z2z3

The only pairs which we cannot compute using fQ1 and fQ2 are b(Q1, Q1) and
b(Q2, Q2). But we use

b(Q1, Q1) = b(Q1, Q1 +Q2)/b(Q1, Q2) =
(e1 − e3)
e1 − e2

.

Similarly,

b(Q2, Q2) =
(e2 − e3)
e1 − e2

.

We can summarize the whole argument in the following
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Theorem 1.4.1 (Complete 2-descent). Suppose that E/K is an elliptic curve,
given by a Weierstrass equation

y2 = (x− e1)(x− e2)(x− e3), ei ∈ K

Let S be the set of places at which E has bad reduction, the places dividing 2 and
the infinite places. Then there exists an injective homomorphism

E(K)/2E(K)→ K(S, 2)×K(S, 2),

which is given explicitly (by proposition 3.1) as

P 7→















(x(P )− e1, x(P )− e2) if x(P ) 6= e1, e2,
((e1 − e3)/(e1 − e2), e1 − e2) if x(P ) = e1,
(e2 − e1, (e2 − e3)/(e2 − e1)) if x(P ) = e2,
(1, 1) if P = O.

If (b1, b2) ∈ K(S, 2) ×K(S, 2) is not in the image of the three points O, (e1, 0)
and (e2, 0), then (b1, b2) is the image of a point P ∈ K if and only if the equations
b1z

2
1 − b2z

2
2 = e2 − e1 and b1z

2
1 − b1b2z

2
3 = e3 − e1 have a solution (z1, z2, z3) ∈

K∗ × K∗ × K. If such a solution exists, then a representative for the element of
E(K)/mE(K) is given by x(P ) = b1z

2
1 + e1 and y(P ) = b1b2z1z2z3.

1.5 Definition of the φ-Selmer and Shafarevich-

Tate Groups

As in the previous section, we are led by the motivation to effectively compute the
Mordell-Weil group. The main step is to find generators for the weak Mordell-Weil
group E(K)/mE(K).

In the previous section, we obtained the Kummer sequence out of the long exact
sequence on group cohomology. Now, we consider a slightly more general setting:
suppose that φ : E → E ′ is a non-zero isogeny of elliptic curves over K. Then one
has a short exact sequence

0→ E[φ]→ E
φ−→ E ′ → 0.

In precisely the same way as for the case E ′ = E and φ = [m] from the previous
section, we obtain a short exact sequence

0→ E ′(K)/φ(E(K))
δ−→ H1(Gal(K/K), E[φ])→ H1(Gal(K/K), E(K))[φ]→ 0.

Next, we consider a place ν for the number field K. Extend ν to a place of the
algebraic closure K. This gives us an embedding K ⊂ Kν and a decomposition
group, which we denote by Dν ⊂ Gal(K/K). By the definition of a decomposition
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group and of the completion Kν , it follows that Dν acts on E(Kν) and E ′(Kν).
Repeating the same argument as the one in the previous section, we obtain similar
Kummer sequences

0→ E ′(Kν)/φ(E(Kν))→ H1(Dν , E[φ])→ H1(Dν , E(K))[φ]→ 0.

Notice that Dν ⊂ Gal(K/K) and E(K) ⊂ E(Kν). Of course, it is a subtle question
on how the local cohomology depends on the choice of ν, but this is discussed in
detail in [5, Ch. IV]. Recall from the basic properties of Galois cohomology that
these inclusions induce restriction maps on cohomology. We do the same for each
place ν and use these restriction maps to obtain the following commutative diagram

0 // E′(K)
φ(E(K))

δ//

²²

H1(Gal(K/K), E[φ]) //

²²

H1(Gal(K/K), E(K))[φ] //

²²

0

0 //
∏

ν
E′(Kν)
φ(E(Kν))

δ //
∏

ν H
1(Dν , E[φ]) //

∏

ν H
1(Dν , E(Kν))[φ] // 0

But in the previous section, we identified the group of equivalence classes of prin-
ciple homogeneous spacesWC(E/K) with the cohomology groupH1(Gal(K/K), E).
Thus, we can replace the upper and lower last terms byWC(E/K) andWC(E/Kν)
respectively.

Our ultimate goal is computing the image of E ′(K)/φ(E(K)) inH1(Gal(K/K), E[φ]),
which is the same as computing the kernel of the map H1(Gal(K/K), E[φ]) →
WC(E/K)[φ]. But the following proposition provides a way of testing whether an
element is in the kernel, in terms of K-rational points on the homogeneous spaces
of WC(E/K).

Proposition 1.5.1. Suppose that C/K is a homogeneous space for E/K. Then
C/K represents the trivial element of WC(E/K) if and only if C has at least one
K-rational point.

Proof. One of the directions is easy. Suppose that C/K represents a trivial element
of WC(E/K). Then there is a K-isomorphism ϕ : E → C. Then ϕ(0) ∈ C(K), so
in particular C(K) is non-empty.

Conversely, suppose that C(K) is non-empty, i.e. P0 ∈ C(K). Define a morphism
θ : E → C by θ(Q) = P0 + Q. We first show that the morphism θ is defined over
K. Suppose σ ∈ Gal(K/K). Then

θ(Q)σ = (P0 +Q)σ = P σ
0 +Qσ = P0 +Qσ = θ(Qσ).

Thus, the morphism is defined over K. We next prove that θ is an isomorphism.
Indeed, since E acts simply transitively on C, then for each P ∈ C there is a
unique Q ∈ E, such that θ(Q) = P and so θ has degree 1. This means that the
induced map on function fields θ∗ : K(C) → K(E) is an isomorphism of fields. In
other words θ∗K(C) = K(E). Therefore, θ has an inverse, which we denote by
θ−1 : K(E)→ K(C). This isomorphism gives rise to a rational function ψ : C → E
of degree 1. But such a function is always a morphism, since E is smooth.
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Although we obtained a simple criteria to check if a principal homogeneous space
represents the trivial element in the Weil-Châtelet group, it is still a hard question
to determine whether a curve C has a K-rational point. In such cases, it is always
easier to work over complete local fields, because we can use Hensel’s lemma to
reduce the problem to checking whether the curve has a point over a finite ring.

To illustrate more precisely the above idea, consider a place ν and the complete
local field Kν . By proposition 1.5.1, computing the kernel of the map

H1(Dν , E[φ])→ WC(E/Kν)[φ]

reduces to the question of determining whether a homogeneous space C has a Kν-
rational point. This idea naturally leads to the following definitions:

Definition 1.5.2. For an isogeny φ : E → E ′ defined over K, consider the φ-Selmer
group S(φ)(E/K) to be the subgroup of H1(Gal(K/K), E[φ]), defined as

S(φ)(E/K) := ker

{

H1(Gal(K/K), E[φ])→
∏

ν

WC(E/Kν)

}

.

We also consider the Shafarevich-Tate group of E/K to be the subgroup ofWC(E/K)
defined as

X(E/K) := ker

{

WC(E/K)→
∏

ν

WC(E/Kν)

}

.

Although the above definitions include the choices of the extension of each place
ν to the algebraic closureK, from the more geometric interpretation of homogeneous
spaces, it follows that both S(φ) and X depend only on E and K. Indeed, recall
that a homogeneous space C represents a trivial element in WC(E/Kν) if and only
if it has a Kν-rational point, a condition which is certainly independent of the choice
of extension of the places ν. Therefore, both S(φ) and X depend only on E and K.

A famous conjecture about X(E/K) for an elliptic is that it is always finite and
has order a perfect square.

Conjecture 3 (Tate-Shafarevich). If E/K is an elliptic curve, then X(E/K)
is finite.

Remark 1.5.3. Another interesting observation for X is that it measures the failure
of the local-to-global principle, since the nonzero elements in X are equivalence
classes of homogeneous spaces which have a rational point for every local field Kν ,
but do not have a K-rational point. For instance, for quadratic forms we have the
Hasse-Minkowski principle, according to which existence of a Qν-rational point for
each ν-adic field implies existence of a Q-rational point. This is not always true for
arbitrary curves. An example of an obstruction to the local-to-global principle is
the curve (see [4, Ch. 18] for details)

3X3 + 4Y 3 + 5Z3 = 0.
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The Shafarevich-Tate groups measures the failure of the local-to-global principle.
Notice that the Tate-Shafarevich conjecture implies that for all, but finitely many
equivalence classes of homogeneous spaces the local-to-global principle still holds.

1.6 Finiteness of the Selmer Group

Unlike X, it is not hard to prove that S(φ) is finite and effectively computable. The
main goal of the section is to prove finiteness of S(φ) for an arbitrary isogeny φ.

To begin with, let φ : E → E ′ be an isogeny defined over the number field
K. Using only the cohomological definition of the Selmer group and Shafarevich-
Tate group and the commutative diagram from the previous section, we obtain the
following short exact sequence

0→ E ′(K)/φ(E(K))→ S(φ)(E/K)→X(E/K)[φ]→ 0.

This is going to be helpful for proving the first main result of the section

Theorem 1.6.1. The φ-Selmer group S(φ)(E/K) is finite. In particular, if one
chooses φ to be the m-isogeny of E to itself, then the weak Mordell-Weil group
E(K)/mE(K) is finite.

The key idea for the proof of the finiteness of the Selmer group is the nontrivial
observation that it consists of cohomology classes of cocycles which are unramified
outside of finite set of places S. Before proceeding, we give a precise definition for
a cocycle to be unramified.

Definition 1.6.2. Suppose thatM is a Gal(K/K)-module, ν is a discrete valuation
for the number fieldK and Iν ⊂ Gal(K/K) be the inertia group for ν. A cohomology
class ζ ∈ Hp(Gal(K/K),M) is defined to be unramified at ν if has a trivial image
in Hp(Iν ,M) under the restriction map Hp(Gal(K/K),M)→ Hp(Iν ,M).

First of all, we make one clarification about the above definition. Since we have
already fixed a decomposition group Dν for ν, the inertial group Iν is determined
by the decomposition group as the kernel of the map Dν → Gal(k̄ν/kν), where ν

′ is
the extension of ν to the algebraic closure of K and kν and kν are the two residue
fields for the complete local fields Kν and Kν respectively.

Before proving theorem 1.6.1, we need to prove a lemma

Lemma 1.6.3. For any finite, abelian Gal(K/K)-module M the group of cohomol-
ogy classes which are unramified outside a finite set of primes is finite. In other
words, the group

H1(Gal(K/K),M ;S) := {ζ ∈ H1(Gal(K/K),M) : ζ is unramified outside of S}

is finite.
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Proof. Using the definition of the profinite topology and the finiteness of M , we
deduce that there must be a finite index subgroup of Gal(K/K) which acts triv-
ially on M . Therefore, we can assume that Gal(K/K) acts trivially on M by
changing K with a finite extension (because the inflation-restriction sequence on
Galois cohomology implies that it suffices to prove the statement for the extension
of K). This in turn implies that H1(Gal(K/K),M ;S) = Hom(Gal(K/K),M ;S).
To complete the proof, denote by m the exponent of M (i.e. the smallest m,
such that mx = 0 for all x ∈ M). Denote by L the maximal abelian exten-
sion of exponent m, which is unramified outside of S. Then the natural map
Hom(Gal(L/K),M)→ Hom(Gal(K/K),M ;S) is clearly an isomorphism. But the-
orem 1.2.3 implies that L/K is a finite extension, i.e. H1(Gal(K/K),M ;S) is a
finite.

Proof of theorem 1.6.1. Suppose that ζ ∈ S(φ)(E/K) and ν is a finite place of K
which does not divide the degree of the isogeny φ and that E ′ has a good reduction
at ν. We will prove that ζ is unramified at ν. Using the definition of S (φ), we
obtain that ζ has a trivial image in WC(E/Kν). But WC(E/Kν) is identified with
H1(Dν , E), so ζ(σ) = P σ − P is a coboundary, where P ∈ E(Kν) for all σ ∈ Dν .
Furthermore, the definition implies that P σ − P ∈ E[φ]. But E[φ] ⊂ E[m] and we
can use lemma 2.2 to show that E(K)[m] injects into Ẽν . But the reduction (mod
ν) maps sends P σ − P → (P σ − P )∼ = P̃ σ − P̃ . The last point is 0̃ for any σ ∈ Iν
by the definition of the inertia group. Therefore P σ = P for every σ ∈ Iν and hence
the restriction of ζ to H1(Iν , E[φ]) is trivial, i.e. ζ is unramified at ν. Finally, the
statement follows from lemma 1.6.2.



Chapter 2

Abelian Varieties

The purpose of this chapter is to introduce the basic theory of abelian varieties. We
prove that the group of points on an abelian variety is always commutative as a
consequence of the rigidity lemma. We sketch the construction of the dual abelian
variety (a variety that will be used a lot in the next chapters). Finally, we discuss
Jacobians of curves.

2.1 Abelian Varieties over Arbitrary Fields

Abelian varieties are the main objects of study of this paper.

Definition 2.1.1. An abelian variety over a field K is a smooth, proper, algebraic
variety X over K, together with multiplication and inverse morphisms

m : X ×X → X (multiplication)

i : X → X (inverse),

and an identity element e ∈ X(K), such that the maps m, i and the element e define
a group structure on X(K).

Example 2.1.2. The obvious examples are elliptic curves, since they are smooth as
algebraic varieties and have a group structure (the group law is defined by the usual
addition of points law on elliptic curves).

It is not clear à priori whether multiplication on the group variety is commuta-
tive. For elliptic curves, commutativity is straightforward from the definition of the
group law. To prove commutativity in general, we use the following

Theorem 2.1.3 (Rigidity Theorem). Let f : X × Y → Z be a morphism of
varieties over K. Suppose that X is smooth and there exist y0 ∈ Y (K) and z0 ∈
Z(K), such that

f(X × {y0}) = {z0}.
Then there exists a morphism g : Y → Z, such that f = g ◦π, where π : X×Y → Y
is the projection morphism.

16



17

Proof. Choose a point x0 ∈ X and define g(y) = f(x0, y). Choose an open affine
neighborhood U0 of z0 in Z. Since X is proper over K, then π is closed. Then
W = π(f−1(Z − U0)) is closed in Y . Then Y −W is an open set of Y , which is
nonempty, because y0 ∈ Z−W . Indeed, y ∈ Y −W if and only if f(X×{y}) ⊂ U0.
Therefore, whenever y is a closed point of X, f maps the complete variety X ×{y}
to the affine variety U0, so it must be a constant map. Therefore, for any x ∈ X
and y ∈ Y ,

f(x, y) = f(x0, y) = g(y) = (g ◦ π)(x, y).
This means that f and g ◦ π agree on an open dense subset of X × Y and so they
coincide everywhere.

Rigidity theorem allows us to express morphisms of abelian varieties as a com-
position of homomorphisms and translations.

Corollary 2.1.4. Let X and Y be abelian varieties and f : X → Y be any mor-
phism. There is a homomorphism g : X → Y and a ∈ Y , such that f(x) = g(x)+a.

Proof. Let a = f(0). By replacing f with f − a, we can assume that f : X → Y
satisfies f(0) = 0. We will show that f is a homomorphism. Consider φ : X ×X →
Y , defined by φ(x′, x′′) = f(x′ + x′′)− f(x′)− f(x′′). For fixed x′′ ∈ X, φ(x′, x′′) is
independent of the choice of x′, so φ(x′, x′′) = φ(0, x′) = 0. Thus, φ ≡ 0 and so f is
a homomorphism.1

Finally, we conclude that any abelian varieties are commutative.

Corollary 2.1.5. If X is an abelian variety, then X is commutative.

Proof. Consider the morphism x 7→ x−1. It maps the identity element to itself, so
by the previous corollary, it must be a homomorphism. Thus, x−1y−1 = y−1x−1, so
X is commutative.

2.2 The Dual Abelian Variety in Characteristic

Zero

One of the main problems from the theory of abelian varieties deals with studying
the isomorphism classes of invertible sheaves on the varieties (the structure of the
Picard group). The goal of this section is to endow the group of isomorphism classes
of invertible sheaves of degree 0 on A, considered over the closure of K (or Pic0(AK))
with the structure of an abelian variety over K. We will call this variety A∨ the
dual of A (or the Picard variety A).

1Although we used additive notation for the group law, we do not make any use of the commu-
tativity so far.
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Definition 2.2.1. The dual (or Picard) variety is an abelian variety A∨, together
with an invertible sheaf P on A× A∨ (called the Poincaré sheaf), such that
(i) P|{0}×A∨ is trivial and for each a ∈ A∨(K), P|A×{a} represents the element a.
(ii) For every K-scheme T and invertible sheaf L on A × T , such that L|{0}×T is
trivial and LA×{t} lies in Pic0(AK(t)) for all t ∈ T (K), there is a unique morphism
f : T → A∨, such that (1× f)∗P ∼= L.

It follows from (i) and (ii) that the pair (A∨,P), if it exists, is determined
uniquely up to unique isomorphism. Moreover, if we plug in T = Spec K, then we
get A∨(K) = Pic0(AK).

Next, we will sketch the construction of the dual variety. We start with an
important result about invertible sheaves on abelian varieties which is proved in §6
of [16].

Theorem 2.2.2 (Theorem of the Square). Let A be an abelian variety over K
and L be an invertible sheaf on the variety A. For any point c ∈ A, we denote by
tc : A→ A the translation map x 7→ c+ x. Then

t∗a+bL ⊗ L ∼= t∗aL ⊗ t∗bL,

for arbitrary points a, b ∈ A(K).2

The above theorem is very important, because it can be used to construct a
homomorphism A → Pic(A) in the following way: fix an invertible sheaf L on A
and define a map

ϕL : A→ Pic(A), a 7→ t∗aL ⊗ L−1.
The theorem of the square implies that

t∗a+bL ⊗ L−1 ∼= (t∗aL ⊗ L−1)⊗ (t∗bL ⊗ L−1),

so ϕL is a homomorphism.
Next, we will show that the image of ϕL is contained in the subgroup Pic0(A) -

the subgroup of isomorphism classes of invertible sheaves of degree 0. To check this,
it suffices to check for any a ∈ A(K) and b ∈ A(K),

t∗a(ϕL(b))
∼= ϕL(b).

This follows, since

t∗a(ϕL(b))
∼= t∗a(t

∗
bL ⊗ L−1) ∼= t∗a+bL ⊗ (t∗aL)−1.

The theorem of the square implies that the last sheaf is isomorphic to t∗bL⊗ L−1 =
ϕL(b). Therefore, ϕL(b) ∈ Pic0(A) and we are done.

2By t∗cL we mean the pullback of the sheaf L under the map tc : A → A.
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Our next goal is to view Pic0(A) as an abelian variety, which is a quotient of
A. So far, we did not make any extra assumptions about the sheaf L. It turns out
that if L is chosen to be an ample invertible sheaf and if K is algebraically closed,
then ϕL : A → Pic0(A) is surjective. This would allow us to endow Pic0(A) with
a structure of an abelian variety. The result is contained in the following theorem,
which follows from Prop. 10.1 of [16].

Theorem 2.2.3. If L is an ample invertible sheaf, then the map ϕL : AK(K) →
Pic0(AK) is surjective.3

Since abelian varieties are projective (for a complete proof, see []), then there
exists an ample invertible sheaf L on A. We use L to define invertible sheaf L∗ on
A× A in the following manner

L∗ = m∗L ⊗ π∗1L ⊗ π∗2L−1,

where m : A× A→ A is the multiplication map and π1 and π2 are the projections
on the first and the second coordinates of A×A, respectively. It follows immediately
that L∗|{0}×A = L⊗L−1, which is trivial. Moreover, L∗|A×{a} = t∗aL⊗L−1 = ϕL(a),
which (as we already saw) is an element of Pic0(AK). Thus, each element of Pic0(AK)
is represented by L∗|A×{a} for a finitely many a (at least one such a). Thus, if (A∨,P)
exists, then there is a unique isogeny ϕ : A → A∨, such that (1 × ϕ)∗P = L∗.
Furthermore, ϕ = ϕL.

If the characteristic of K is zero, then we know precisely the kernel of ϕL as
a finite group subscheme of A. Indeed, it is determined by its underlying set KL

with its reduced subscheme structure. Therefore, in this case we have A∨ ∼= A/KL.
Moreover, KL acts on L∗ over A×A by lifting the action on the second factor. If we
form the quotient, we obtain a sheaf P , such that (1× ϕL)∗P = L∗. This is pretty
much the construction of (A∨,P). A proof that this pair satisfies the conditions in
the definitions is presented in [19].

2.3 The Dual Isogeny and the Dual Exact Se-

quence

In the previous section, we explained how to dualize abelian varieties. The next
important construction is the dualization of homomorphisms of abelian varieties.

Suppose that f : A → B is a homomorphism of abelian varieties and consider
the induced map f∨ : Pic B → Pic A on isomorphism classes of invertible sheaves
on A. Since sheaves of zero degree are mapped to sheaves of zero degree, then we
get a natural map on points f∨ : A∨ → B∨, which is in fact a morphism. To give an
argument for the last statement, let PB be the Poincaré sheaf on B×B∨ and consider
the pullback sheaf (f × 1)∗PB, which is a sheaf on A × B∨. The fact that f∨ is a

3By AK we mean the variety A, considered over K, i.e. AK
∼= A×K K.
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morphism follows from the universal mapping property, because (f × 1)∗PB|X×{ỹ}
represents f∨(ỹ) for any ỹ ∈ Y ∨. Thus, every homomorphism of abelian varieties
induces a homomorphism on the dual varieties.

The next proposition provides a description of the dual homomorphisms to iso-
genies.

Proposition 2.3.1. Let f : A → B be an isogeny with finite kernel N . Let N∨ be
the Cartier dual of N . Then the kernel of the dual isogeny f∨ : B∨ → A∨ is N∨,
i.e. there is a short exact sequence

0→ N∨ → B∨
f∨−→ A∨.

The proposition is proved in [16, §10]. This is everything that we will need from
the theory of dual isogenies for the purpose of this project.

2.4 Jacobians of Curves Over C. The Analytic

Construction.

We will motivate the notion of Jacobians by looking at how they were discovered
historically. The theory of Jacobian varieties arose from the work of Abel and Jacobi,
who were studying integrals of the form

I(P ) =

∫ P

P0

ω,

where P0 and P are points on a plane curve C : g(x, y) = 0 and ω is a rational
differential on C. The main result was the following theorem:

Theorem 2.4.1. There is an integer g, depending on C, such that if P0 is a
base point and P1, P2, . . . , Pg+1 are arbitrary points on C, then there exists points
Q1, Q2, . . . , Qg, such that

∫ P1

P0

ω + · · ·+
∫ Pg+1

P0

ω =

∫ Q1

P0

ω + · · ·+
∫ Qg

P0

ω

(

mod periods of

∫

ω

)

Example 2.4.2. Let C = P1 and ω =
dx

x
. Then g = 1 and

∫ a1

1

dx

x
+

∫ b1

1

dx

x
=

∫ a1b1

1

dx

x
.

The theorem implies that for all P1, P2, . . . , Pg, Q1, Q2, . . . , Qg, there existR1, . . . , Rg,
such that

g
∑

i=1

∫ Pi

P0

ω +

g
∑

i=1

∫ Qi

P0

ω =

g
∑

i=1

∫ Ri

P0

ω
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We recognize a group law in the last equation. The motivation behind the
Jacobians is that they will be the objects that will contain the information of how
to add two such g-tuples (P1, . . . , Pg) and (Q1, . . . , Qg). To realize this in practice,
we will construct a commutative algebraic group J , whose points will correspond

to the sums

g
∑

i=1

∫ Pi

P0

ω and whose group law will describe precisely how we add two

such sums.
To describe precisely the above idea, let ω be a rational differential on C with

no poles. Then Abel’s theorem (theorem 2.4.1.) can be reduced to the existence of
a translation-invariant differential η on J and a morphism of varieties φ : C → J ,
such that φ∗η = ω. In other words,

∫ φ(P )

φ(P0)

η ≡
∫ P0

P

ω (mod periods) .

If one integrates all holomorphic differentials at once, we will obtain the most im-
portant of all J ’s - the Jacobian of the curve J(C).

Although the above discussion was pretty informal, it is helpful to at least un-
derstand the idea behind the analytic construction of the Jacobian. Since we require
that J contains information about the addition law for arbitrary holomorphic dif-
ferential ω, then the map

φ : C → J(C)

should set up a bijection:

φ∗ : {translation invariant 1-forms on J(C)} → {holomorphic differentials ω on C}

From here, we can conclude that dim J(C) = dimCH
0(C,Ω1) = g, where g is the

genus of C.
In order to construct J(C) analytically, we have to write it as J(C) = V/L,

where V is a C-vector space and L is a lattice. Let V be the dual space to the space
of holomorphic differentials, i.e. V := H0(C,Ω1)∗. The lattice L will be the period
lattice, i.e.

L :=

{

l ∈ V : l(ω) =

∫

γ

ω for some 1-cycle γ

}

In other words, L can be identified with the integral homology H1(C,Z). The map
φ : C → J(C) will be defined as follows: fix a base point P0 and let φ(P ) be the

image in V/L of any l ∈ V , defined by l(ω) =

∫ P

P0

ω, where we fix a path from P0

to P .
Since J(C) is a group, it is not hard to verify that

V ∗ ∼= {transl. invariant 1-forms on J(C)} ∼= H0(C,Ω1),
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which is precisely what we want. Thus,

J(C) := H0(C(C),Ω1)∗/H1(C(C),Z).

For more formal discussion, the reader is suggested to look at Chapter III of [20],
or §2 of [18].

2.5 Jacobians of Curves Over Arbitrary Fields.

Weil’s Construction.

This chapter only sketches Weil’s construction of the Jacobian of a curve, since a
thorough discussion of then construction would be beyond the volume of this senior
thesis. More details are presented in [18].

The formal definition of the Jacobian of a curve is an abelian variety which
represents the Picard functor for that curve. More precisely, let C be a complete,
nonsingular curve, defined over k with positive genus g > 0. One can consider the
group of degree 0 divisor classes of C (under linear equivalence), which we denote by
Div0(C). According to [11, II.6], each invertible sheaf L on C is of the form L(D)
for some divisor D, and D is uniquely determined up to linear equivalence. The

degree of the divisor D =
n
∑

i=1

niPi is defined as deg(D) =
n
∑

i=1

ni[K(Pi) : K]. Hence,

we can define the degree of the invertible sheaf L as deg(L) = deg(D), where D is
a divisor, such that L = L(D).

Let T be any connected scheme over the ground field K andM be an invertible
sheaf on T . If q : C × T → T is the projection map on the second coordinate, then
q∗M is a trivial sheaf, in the sense that (q∗M)t = OCt

for any t ∈ T . Therefore, we
can consider the group of all invertible sheaves L of degree 0 on C × T modulo the
trivial sheaves. Consider the functor

P 0C(T ) := {L ∈ Pic(C × T )|deg(Lt) = 0 ∀t ∈ T}/q∗Pic(T ).

Definition 2.5.1. The Jacobian variety J is an abelian variety defined over K,
which represents the functor P 0

C , whenever C(T ) 6= ∅.

Weil’s original idea for constructing the Jacobian of a curve C was to consider
the g-th symmetric power

SgC = C × · · · × C/Sg

and to construct by the Riemann-Roch theorem, a partial group law on SgC, i.e.

m : U1 × U2 → U3,
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where Ui ⊂ SgC is a Zariski-open set. Then he showed that such a partial group
law extends automatically into an algebraic group J with SgC ⊃ U4 ⊂ J for some
Zariski-open U4.

The formal details of Weil’s construction are presented in [18]. One of the main
properties of Jacobians that we will be using quite often is that they are self-dual,
i.e. J∨ = J .



Chapter 3

Modular Abelian Varieties
Attached to Newforms

In this chapter, we provide an important construction of two abelian varieties, asso-
ciated to a given newform f ∈ S2(Γ0(N))new. One of the varieties is a quotient of the
modular Jacobian J0(N) and the other one is a subvariety. In fact, the two abelian
varieties are dual to each other. Shimura first associated such abelian varieties to
newforms, although his construction is rather different from the one presented here.
We describe the construction in a much more explicit way, in terms of the action of
the Hecke operator on the modular Jacobian. The subvariety is obtained directly
from the dual, using a more general result about optimal quotients.

3.1 Hecke Operators as Correspondences

Consider the modular curve X0(N) and let p - N be a prime. There are two
degeneracy maps α, β : X0(pN) → X0(N) which can be defined in two different
ways.

One interpretation of the noncuspidal points on the modular curve X0(N) over
C is as isomorphism classes of pairs (E,C), where E is an elliptic curve and C is
a cyclic subgroup of E(C) of order N (see [23, Appendix C §3]). Consider a pair
(E,C), where C is a cyclic subgroup of order pN . Since p - N , then C ∼= C ′ ⊕ D,
where C ′ is a cyclic subgroup of order N and D is a cyclic subgroup of order p.
Moreover, the subgroups C ′ and D are unique. Thus, we can define the degeneracy
maps

α : (E,C) 7→ (E,C ′)

β : (E,C) 7→ (E/D, (C +D)/D)

An equivalent construction can be obtained by viewing X0(N) and X0(pN) as
quotients of the upper-half plane. In this case we will not worry about the cusps,
since any rational map between nonsingular curves extends uniquely to a morphism.
So, we look at Γ0(N)\h and Γ0(pN)\h.

24



25

Since Γ0(pN) ⊂ Γ0(N), then there is a natural map

α′ : Γ0(N)\h→ Γ0(pN)\h.

It is not hard to verify (by tracing the definitions) that α and α′ represent the same
map.

The equivalent way of defining β is as follows: note that there is an inclusion
Γ0(pN) ↪→ Γ0(N), defined by

X 7→
[

p 0

0 1

]

·X ·
[

p 0

0 1

]−1

.

We can use this inclusion to construct a map between the quotients of the upper
half plane:

Γ0(pN)\h '
[

p 0

0 1

]

Γ0(pN)

[

p 0

0 1

]−1

\h→ Γ0(N).

Again, one checks immediately that this definition agrees with the one given in terms
of the parametrization interpretation.

Thus, we have a correspondence

X0(pN)
α

yyssssssssss
β

%%KKKKKKKKKK

X0(N) X0(N)

We can recover out of this correspondence the pullback and push-forward maps
on divisors. Consider the induced map

α∗ : Div(X0(N))→ Div(X0(pN)).

The preimages of the prime divisor (E,C) under α are all (E,C ⊕D), where D is
a cyclic subgroup of E of order p. Therefore

α∗ : (E,C) 7→
∑

|D|

(E,C ⊕D),

where the above sum runs over all cyclic subgroups of E of order p. Similarly, we
recover the push-forward map β∗ : X0(pN)→ X0(N): if (E,C ′) is a point X0(pN),
then C ′ can be written uniquely as C ⊕D, where C and D are cyclic subgroup of
E of orders N and p, respectively. Then

β∗ : (E,C ⊕D) 7→ (E/D, (C +D)/D).
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Consider ϕ := β∗ ◦ α∗. Then ϕ is a map ϕ : Div(X0(N)) → Div(X0(N)). Since ϕ
multiplies the degree of a divisor class by the degree of the map α, then it restricts
to a map Div0(X0(N))→ Div0(X0(N)). This is precisely how one obtains the Hecke
operator Tp on J0(N). In other words, we define Tp := ϕ|Div0(X0(N)).

Notice that it is possible to define the Hecke operator on modular forms from
the above correspondence. Indeed, recall that S2(Γ0(N)) ∼= H0(X0(N),Ω1), where
the isomorphism is given by f(z) 7→ f(z)dz. Indeed, if f(z) is a modular form of
weight 2 for Γ0(N), then the differential f(z)dz is Γ0(N)-invariant. Since α and β
induce maps on differentials, we have a composition

H0(X0(N),Ω1)
α∗−→ H0(X0(pN),Ω1)

β∗−→ H0(X0(N),Ω1).

Thus, we have an operator Tp on the space of cusp forms S2(Γ0(N)) for all p - N .
Moreover, the two operators define compatible actions on the space of differentials
and on the modular Jacobian, because we can consider the modular curve X0(N)
over C and since the Jacobian is then

J0(N)(C) = H0(X0(N)(C),Ω1)∗/H1(X0(N)(C),Z).

But H0(X0(N)(C),Ω1) is the space of differentials, so we obtain the compatibility
of the actions.

3.2 Constructing an Abelian Variety Af as a Quo-

tient of J0(N)

In the previous section, we defined Hecke operators on the modular Jacobian J0(N)
and on the space of holomorphic differentials H0(X0(N),Ω1) and showed that the
two actions are compatible, i.e the two Hecke algebras are in fact isomorphic. We
want to associate an abelian variety to a newform f of level N . Before proceeding,
we need one more definition

Definition 3.2.1 (Optimal Quotient). Let J be a Jacobian of a curve, A be an
abelian variety and π : J → A be a smooth, surjective morphism. We say that A is
an optimal quotient of J if the kernel of π is connected.

Suppose now that f =
∞
∑

n=1

anq
n is a newform of level N and weight 2. Consider

the ideal If = ker(φ), where φ : T → Kf sends Tn 7→ an. It is not hard to check
that If is also the annihilator of f . We saw that the Hecke algebra acts on both
S2(Γ0(N)) and J0(N), so the ideal If acts on J0(N).

Proposition 3.2.2. (i) IfJ0(N) is strictly contained in J0(N), so the quotient va-
riety

Af := J0(N)/IfJ0(N)
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is nonzero.
(ii) The variety Af is an optimal quotient of J0(N) of dimension [Kf : Q].

The key idea for the proof is the following

Lemma 3.2.3. Let TC = T⊗ C. There exists a perfect Hecke-compatible pairing

TC × S2(Γ0(N))→ C.

In particular, Hom(S2(Γ0(N)),C) and TC are isomorphic as TC-modules.

Proof. Define a pairing
α : TC × S2(Γ0(N))→ C

as α(T, f) := a1(Tf), where a1(f) returns the first coefficient in the Fourier expan-
sion of the modular form f . We claim that this pairing is nondegenerate. Suppose
that there is a cusp form f , such that α(T, f) = 0 for any operator T in the Hecke
algebra TC. In particular, α(Tn, f) = 0 for each n. But one can figure out exactly

the Hecke action on q-expansions, namely if f =
∞
∑

n=1

anq
n, then

Tpf =



















∞
∑

n=1

apnq
n + p

∞
∑

n=1

anq
pn if p - N

∞
∑

n=1

apnq
n if p | N

so the formula implies that a1(Tn, f) = an. Thus, an = 0 for each n, so f = 0.
To show nondegeneracy on the right, suppose that T is an operator, for which

α(T, f) = 0 for each f ∈ S2(Γ0(N)). Then for all n and all cusp forms f , α(T, Tnf) =
0. But α(T, Tnf) = a1(T (Tnf)) = a1(Tn(Tf)), because the Hecke algebra is commu-
tative. By the Hecke action on Fourier expansions, we notice that a1(Tnf) = an(f)
for arbitrary cusp form f , so it follows that 0 = α(T, Tnf) = an(Tf) for all n, i.e.
Tf = 0. Thus, T kills all cusp forms and so T ≡ 0. Therefore α is a nondegener-
ate pairing. Finally, we have to prove that the pairing α is Hecke equivariant, i.e.
α(TnT, f) = α(T, Tnf). But this follows from the definition, using that the Hecke
algebra is commutative.

Finally, it follows from the perfect, Hecke-equivariant pairing α that

Hom(S2(Γ0(N)),C) ∼= TC

as TC-modules.

Proof of Proposition 3.2.2. (i) The most difficult part is to show that IfJ0(N) (
J0(N). To do this, we consider the variety J0(N) over C and then

J0(N)(C) ∼= H0(X0(N),Ω1)∗/H1(X0(N),Z).
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The idea is to reduce the statement to showing that IfTC ( TC, which is easy
to prove (in particular, TC/IfTC

∼= Kf ⊗ C, where Kf is the Hecke eigenvalue
field). The first step in this reduction is to notice that it is enough to check that
IfH

0(X0(N),Ω1)∗ ( H0(X0(N),Ω1)∗ (e.g. by counting dimensions of vector spaces
and using the fact that J0(N)(C) and IfJ0(N)(C) are obtained by taking modulo
one and the same lattice H1(X0(N),Z)). Next, using the correspondence between
differentials on X0(N) and cusp forms, explained in the previous section, we have
H0(X0(N),Ω1) ∼= S2(Γ0(N)) as TC-modules, so

H0(X0(N),Ω1)∗ ∼= Hom(S2(Γ0(N)),C),

as TC-modules. Finally, by using lemma 3.2.3, Hom(S2(Γ0(N)),C) is isomorphic
to TC as TC-module, so we reduced the question to proving that the TC-module
TC/IfTC is nonempty. But TC/IfTC

∼= Kf ⊗ C, so the result follows.
(ii) To see that IfJ0(N) is connected, note that each Hecke operator T : J0(N) →
J0(N) defines a morphism. Thus, the image T (J0(N)) is an abelian variety. To see
this, note that the image of an abelian variety under a morphism is a group variety.
Moreover, since connected sets are mapped to connected sets via continuous maps,
then T (J0(N)) is connected and therefore an abelian variety. Finally, the theorem
will follow if we show that the sum of two abelian subvarieties of an abelian variety
is an abelian subvariety. Indeed, let A and B be abelian subvarieties of J0(N).
Consider the map

A×B → J0(N),

defined by (a, b) 7→ a+ b. Since this map is a morphism then its image is an abelian
subvariety, i.e. A + B is an abelian subvariety. Therefore, IfJ0(N) is an abelian
subvariety of J0(N) which shows that Af is an optimal quotient.

3.3 The Dual Abelian Variety as a Subvariety of

J0(N)

So far, we constructed an optimal quotient Af of J0(N). The dual variety A∨f is an
interesting abelian variety. The remarkable property it has is that it can be viewed
as a subvariety of J0(N). Thus, one can associate to each newform f two isogenous
abelian varieties - the optimal quotient Af and the subvariety A∨f .

The main goal of this chapter is to construct the morphism, which makes A∨f a
subvariety of J0(N).

First of all, Jacobians of curves are self-dual, i.e. J∨ = J . Moreover, they
come equipped with a canonical, principal polarization θJ : J → J , which satisfies
θ∨J = θJ .

Let π : J0(N) → Af be the quotient map. Consider the dual map π∨ : A∨f →
J0(N) and compose it with θJ0(N). Thus, we get a morphism

A∨f
π∨−→ J0(N)∨

θJ0(N)−−−→ J0(N).
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The fact that the dual morphism is a closed immersion follows from the following
more general statement

Proposition 3.3.1. Let J/K be a Jacobian and θJ be the canonical polarization of
J . Suppose that π : J ³ A is an optimal quotient. Then the morphism

A∨
π∨−→ J∨

θJ−→ J

is a closed immersion.

The key idea in the proof of the statement is that for any abelian variety A, the
group A(K) is divisible.

Definition 3.3.2. We say that an abelian group G is divisible, if for any element
x ∈ G and any positive integer n ∈ Z, there exists y ∈ G, such that x = ny.

One can see that G is divisible, if and only if the homomorphism [n] : G→ G is
surjective for each n ∈ N.

Example 3.3.3. A nontrivial example of a divisible group is the group of K-rational
points on an elliptic curve E, defined over a number field K, since for any point
P ∈ E(K) and any integer n, one can choose a point Q ∈ E(K), such that nQ = P
(because one can recover the group law from the Weierstrass equation of the curve).
More generally, for abelian variety A over a number field K, the group A(K) is a
divisible group. This fact is proved in [19].

Example 3.3.4. No nontrivial finite group is divisible. Indeed, if G is a finite group
and x ∈ G is a nontrivial element of order n, then [n] : G → G has a nontrivial
kernel. In particular, it is not surjective and thus G is not divisible.

We will also use the following

Lemma 3.3.5. Let f : B → A be a surjective morphism of abelian varieties. The
dual morphism f∨ : A∨ → B∨ has finite kernel.

Proof. We will use that the “double dual” functor is the identity on the category of
abelian varieties. This is a nontrivial result from the theory of abelian varieties. A
very ellegant proof, which makes use of the Poincaré sheaves is presented in [].

Consider the abelian variety C = f∨(A) ⊂ B∨. We have the composition

A∨ → C ↪→ B∨.

We can dualize this composition to get

B → C∨ → A.

Since the double dual is the identity, the composition of the two maps is f , which is
surjective. Hence C∨ → A is surjective. Hence, dim(C) = dim(C∨) ≥ dim(A). But
A∨ → C is surjective, since C is the image of A∨ under f∨. Therefore, dim(A) =
dim(A∨) ≥ dim(C). Thus, dim(A) = dim(C), so f∨ has finite kernel.
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Proof of Proposition 3.3.1. It suffices to show that π∨ is injective, since θJ is an
isomorphism and any monomorphism between smooth schemes of finite type is a
closed immersion. Since the dual of π∨, which is π is surjective, then π∨ must have
a finite kernel, according to lemma 3.3.5. Let G = ker(π∨). Let C = im(π∨). Then
A∨ → C is an isogeny. Let G be the kernel of this isogeny. One has the following
commutative diagram

G // A∨ //

π∨

ÃÃB
BB

BB
BB

B C

²²
J

After dualizing the diagram, we obtain

G∨ Aoo C∨oo

J

ϕ

OO

π

``BBBBBBBB

where G∨ is the Cartier dual of G. Since G is finite, then G∨ is also finite, so
the kernel of the map ϕ : J → C∨ is a finite index subgroup of the kernel of
π : J → A. But ker(π) is an abelian variety, so it is a divisible group. This
means that any quotient of ker(π) is divisible as well. Therefore, the finite quotient
ker(π)/ker(ϕ) is divisible. But no finite group is divisible, so G must be trivial.
Therefore, π∨ : A∨ → J∨ is a closed immersion.



Chapter 4

Visibility Theory

The main goal of this chapter is to introduce and study a subgroup of the Shafarevich-
Tate group, which is called the visible subgroup and was first introduced by B. Mazur
[7]. One of the reasons why this subgroup is interesting to study is that it is always
a finite subgroup of the Shafarevich-Tate group, so in particular, it can be used to
produce elements of finite order. Another strong motivation to look at the visible
subgroup is the fact that every element of the Shafarevich-Tate group can be visu-
alized somewhere (the visualization theorem). We provide a method (the visibility
theorem) for producing visible elements of the Shafarevich-Tate group.

4.1 Visible Subgroups of H1(K,A) and X(A/K)

Suppose that A and J are abelian varieties, defined over a number field K and let
i : A→ J be a morphism of abelian varieties over K.1

Definition 4.1.1. The visible subgroup of H1(K,A) with respect to i and J as

Vis
(i)
J (H1(K,A)) := ker {H1(K,A)→ H1(K, J)},

where H1(K,A)→ H1(K, J) is the map on cohomology, induced from i.2

The notion is useful, because it relates to the geometric interpretation of the
elements of H1(K,A) as elements of the Weil-Châtelet group in the case when A is
a subvariety of J , i.e. when the morphism i : A→ J is a closed immersion. To see
the relation, consider the short exact sequence of abelian varieties

0→ A→ J → C → 0,

1Note that J is not necessarily a Jacobian of a curve. The only reason we use the letter J is that
in most of the computational examples that we will provide later on, we will be using Jacobians
of modular curves.

2In some papers, no superscript (i) is used. The only reason we use it here is because we do
not necessarily require that the morphism i be an embedding.
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where C is the quotient J/A. Write the long exact sequence on Galois cohomology

0→ A(K)→ J(K)→ C(K)→ H1(K,A)→ H1(K, J)→ . . . .

Using the definition of the visible subgroup, we can extract the following short exact
sequence

0→ J(K)/A(K)→ C(K)→ Vis
(i)
J (H1(K,A))→ 0.

Let c be a visible cohomology class. Then there exists a K-rational point x ∈ C(K),
which maps to c. The fiber over x for the map J → C is a subvariety of J , which
when equipped with the natural action of A becomes a principal homogeneous space,
and therefore represents an element of WC(A/K). This element corresponds to the
cohomology class c. Thus, the element x ∈ C(K) visualizes the cohomology class c.
The following statement follows almost directly from the above remarks.

Corollary 4.1.2. For any embedding i : A→ J , the visible subgroup Vis
(i)
J (H1(K,A))

is finite.

Proof. The group H1(K,A) is a torsion group, and C(K) is finitely generated,

so the surjectivity of the homomorphism C(K) → Vis
(i)
J (H1(K,A)) implies that

Vis
(i)
J (H1(K,A)) must be finite.

Next, we define the visible subgroup of X(A/K) with respect to the morphism
i : A→ J .

Definition 4.1.3. The visible subgroup of X(A/K) with respect to the map i is
defined as

Vis
(i)
J (A) := Vis

(i)
J (H1(K,A)) ∩X(A/K).

The above corollary implies that the visible subgroup of X(A/K) is always
finite.

4.2 The First Property of Visibility

The first interesting property, related to visibility is the fact that each element
of H1(K,A) becomes visible for some abelian variety J and a closed immersion
i : A ↪→ J .

Theorem 4.2.1 (Visualization Theorem). Let c ∈ H1(K,A) be any cohomology
class. Then there exists an abelian variety J and a closed immersion i : A ↪→ J ,
such that c ∈ Vis

(i)
J (H1(K,A)).

An essential ingrediant of the proof will be the existence of Weil restriction
of scalars. We will sketch the important points of the construction. A thorough
discussion of this subject is presented in [3, §7.6].
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Proposition 4.2.2. Suppose that L/K is a field extension of number fields.3 Let
X ′ be a scheme of finite type over L. There exists a scheme X of finite type over
K, such that the scheme X represents the following contravariant functor

ResL/K(X
′) : (Sch/K)→ {Sets}, S 7→ HomL(S ×K L,X).

Moreover, smoothness is carried over from the scheme X ′/L to X/K, i.e. if X ′ is
smooth, then so is X. We denote the scheme X by ResL/K(X

′).

Before proceeding further, we will explain the intuition behind the construction
of Weil Restriction of scalars. For simplicity, we will work with varieties over fields,
and even the simpler case of elliptic curves. Consider the elliptic curve

E : Y 2Z = X3 +XZ2 + Z3

over the number field K = Q(
√
5). The goal is to construct a variety over Q, whose

Q-rational are in one-to-one correspondence to the K-rational points of E.
First, it suffices to look at the affine patch, corresponding to Z 6= 0 and to

construct the restriction of scalars only for that patch. So we can assume Z = 1,
X = x and Y = y. One can use the following idea: choose any Q-basis for K,
e.g. {1,

√
5} and write x = x1 +

√
5x2, y = y1 +

√
5y2 for some indeterminates

x1, x2, y1, y2. After plugging x and y into the Weierstrass equation and equating the
coefficients in front of the elements of the basis, we get the variety

X = 〈x31 + 5x1x
2
2 − y21 − 5y22 + x1 + 1, 3x21x2 + 5x32 − 2y1y2 − x2〉

defined over Q whose Q-rational points are in one-to-one correspondence with the
K-rational points on the affine patch of the elliptic curve E fixed above. Indeed, we
have the correspondence (x, y)! (x1, x2, y1, y2).

This example strongly suggests how one can generalize the construction for arbi-
trary schemes of finite type. We will only sketch the construction. For more formal
and rigorous treatment of the existence of Weil restriction of scalars, we refer the
reader to [3, §7.6].

Sketch of Construction: Let [L : K] = n. We can reduce the question to the case
when X ′ is affine (for the general case, we glue local data), i.e.

X ′ = Spec L[y1, y2, . . . , yk]/I.

Let I = 〈f1, f2, . . . , fs〉 for polynomials fi ∈ L[y1, . . . , yk]. Choose a basis {e1, . . . , en}

of L/K and write yi =
n
∑

j=1

xijej, where xij’s are indeterminates. We express the

coefficients of the fi’s as linear combinations of the basis elements. Next, we plug the

3The same argument applies for the general case, but since we will be considering abelian vari-

eties over number fields, we will not worry too much about the general case.
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yj’s into each of the polynomials fi and after using the multiplication table for the
basis {e1, . . . , en} and taking the coefficients in front of each of the basis elements, we
obtain n polynomials gi1, gi2, . . . , gin from fi, such that gij ∈ K[x11, . . . , x1n, . . . , xkn].
Consider the ideal J = 〈gij〉ki=1

n

j=1 and look at the scheme

X = Spec K[x11, . . . , xkn]/J.

We claim that X represeents the functor ResL/K(X
′). All we have to check is that

for any K-algebra A, there is a bijection

HomL(Spec A⊗K L,X ′)→ HomK(Spec A,X),

which is functorial in A.4 But this is easy to check from the definition of X, because
it is equivalent to construct a bijection

HomL(L[y1, y2, . . . , yk]/I, A×K L)→ HomK(K[y11, y12, . . . , y1n, . . . ykn]/J,A),

which can be constructed explicitely.5

We are now ready to give a proof of the visualization theorem. This proof was
discovered recently by William Stein and the author and makes an explicit use of the
simple transitive action of an abelian variety on its principal homogeneous spaces.

Proof of Theorem 4.2.1. Recall that a cohomology class c ∈ H1(K,A) is trivial if
and only if the corresponding principal homogeneous space C to c has a K-rational
point. Intuitively, to trivialize c, it is enough to consider an extension L/K, so
that C has an L-rational point. After choosing such an extension L/K, we obtain
resL/K(c) = 0, where resL/K : H1(K,A)→ H1(L,A) is the restriction map on Galois
cohomology.

Let C/K be a principal homogeneous space (a torsor) for A/K, such that the
class [C] ∈WC(A/K) corresponds to the element c ∈ H1(K,A). Let A×C → C be
the simple, transitive action of A on C.6 Let P ∈ C(L) be the L-rational point. We
can define a morphism ϕ : AL → CL be the morphism, defined by ϕ(a) = a ⊕ P .7
Since A acts simply transitively on C, then ϕ is an isomorphism. Let ψ = ϕ−1.

The first important step of the proof is to recover the group law on AL in terms
of the morphisms ϕ and ψ. The main idea for proving this is to use rigidity theorem
for abelian varieties. Define a morphism

φ : AL × AL → AL

by φ(a, a′) = ψ(a ⊕ ϕ(a′)). We compute φ(a, 0) = ψ(a ⊕ P ) = a. Also, φ(0, a) =
ψ(0⊕ϕ(a)) = ψ(a⊕P ) = a. Therefore, if µL : AL×AL → AL is the multiplication
map, then φ−µL satisfies the hypothesis for the rigidity theorem, therefore φ = µL.

4HomK denotes morphisms of schemes over K
5In this case HomK denotes homomorphisms of K-algebras
6In order to avoid confusion with the group law on A, we denote the action of A on C by ⊕.
7If X is a scheme over K and L is an extension of K, then XL will denote the scheme X ×K L
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Let J = ResL/K(AL). The isomorphism ψ : CL → AL induces an inclusion
C(K) ↪→ C(L) ∼= AL(L) ∼= J(K) and the identity morphism id : AL → AL induces
an inclusion A(K) ↪→ AL(L) ∼= J(K). These inclusions correspond via Yoneda’s
lemma to injective morphisms A → J and C → J . Since these morphisms are
proper, then [9, §8.11.5] implies that they are closed immersions.

Since A is defined over K, we may view JL as a product of n copies of AL, i.e.

JL ∼=
n
∏

i=1

AL.

The closed immersion C ↪→ J base extended to L gives a morphism CL → JL. This
morphism is the map, sending

x 7→ (ψ1(x), ψ2(x), . . . , ψn(x)),

where ψi : CL → AL are the conjugates of ψ : CL → AL, obtained by applying the
n different embedding L ↪→ K to ψ, which fix the field K. Note that each of the
ψi’s is a morphism CL → AL, since both C and A are defined over K.

We claim that the image of CL inside JL is a translate of AL. The morphism

AL ↪→ JL ∼=
n
∏

i=1

AL is precisely the diagonal embedding. To determine the image of

CL, we consider the morphism

AL
φ−→ CL →

n
∏

i=1

AL,

which maps a 7→ (ψ1(ϕ(a)), ψ2(ϕ(a)), . . . ψn(ϕ(a))). The image of a ∈ AL(K) is
the unique b, such that b ⊕ σi(P ) = a ⊕ P . But the action is transitive, so we get
(−b + a) ⊕ P = σi(P ), which means that b = a − ψ(σi(P )). This shows that the
image of CL in JL is a translate of AL by (−ψ(σ1(P )),−ψ(σ2(P )), . . . ,−ψ(σn(P ))),
so we are done.

4.3 Producing Upper Bound on the Visibility Di-

mension

The theorem from the previous section gives rise to an interesting question, relating
the order of a cohomology class c and the minimal dimension of an abelian variety
J , for which c is visible, under a closed immersion i : A ↪→ J .

Definition 4.3.1. Let c ∈ H1(K,A). The visibility dimension of c is the minimal

dimension of an abelian variety J , such that c ∈ Vis
(i)
J (H1(K,A)).

First of all, we produce an upper bound for the visibility dimension of a cohomol-
ogy class c ∈ H1(K,A), in terms of the order n of that element and the dimension
of A.
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Lemma 4.3.2. Suppose that G is a group and M is a finite G-module. Let c ∈
H1(G,M) be any cohomology class. Then there is a subgroup H ⊆ G, such that the
restriction of c to H1(H,M) is trivial and [G : H] ≤ |M |.

Proof. Consider H = ker(f), where f : G → M is any representative of the coho-
mology class c. The map f satisfies the cocycle condition

f(στ) = σf(τ) + f(σ).

Clearly, the restriction of c to H1(H,M) is trivial. To bound the dimension, we
construct an injection G/H ↪→ M , by sending τH 7→ f(τ). By the definition of H,
this map is well defined. Suppose f(σ) = f(τ). Then, the cocycle condition

f(τ) = f(σ(σ−1τ)) = σf(σ−1τ) + f(σ).

Thus, σf(σ−1τ) = 0, i.e. f(σ−1τ) = 0, which means that σ−1τ ∈ H. This proves
injectivity of the map G/H ↪→M , and so the bound follows.

Proposition 4.3.3. The visibility dimension of any c ∈ H1(K,A) is at most d ·n2d,
where n is the order of c in H1(K,A) and d is the dimension of A.

Proof. It follows from the proof of the Visualization Theorem (Theorem 4.2.1) that
the dimension of J , which was constructed using Weil restriction of scalars is at
most [L : K] ·dim A. Thus, we need an upper bound for the degree of the extension
[L : K]. To get this, consider the surjective map H1(K,A[n]) → H1(K,A)[n],
which is induced from the long exact sequence on Galois cohomology. Since c ∈
H1(K,A)[n], it suffices to trivialize one of its preimages. By the above lemma, there
exists a finite index subgroup of Gal(K/K) (which by Galois theory corresponds to
some field extension L/K), such that c is trivialized in H1(L,A[n]) and the index
of the subgroup [L : K] is at most |A[n]| = n2d. Thus, one can choose L, so that
[L : K] · dim A ≤ d · n2d, so we get an upper bound for the dimension.

4.4 Smooth and Surjective Morphisms

4.4.1 Flat, Smooth and Étale Morphisms

In order to make sense of the notion of continuous family of schemes, we need to
introduce the notion of flatness.

Recall from commutative algebra that a morphism f : A → B of rings is flat if
the functor M 7→ M ⊗A B from A-modules to B-modules is exact. Since flatness
is a local property, in order to check that f is flat, it suffices to check that the
homomorphism of local rings Af−1(m) → Bm is flat for every maximal ideal m ⊂ B.

Definition 4.4.1. A morphism ϕ : Y → X of schemes is flat, if the homomorphisms
of local rings OX,ϕ(y) → OY,y is flat for every y ∈ Y .
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Example 4.4.2. Any finite, surjective morphism f : X → Y of nonsingular varieties
over algebraically closed fields is flat.

The notion of flatness corresponds to continuous family of manifolds in differen-
tial topology. Indeed, ϕ : Y → X being flat implies that all points x ∈ X, such that
ϕ−1(x) is nonempty behave like regular values, i.e. if Yx := ϕ−1(x), then

dim Yx = dim Y − dim X.

Next, we use the notion of flatness to define the relative notion of nonsingular
varieties.

Definition 4.4.3. A morphism ϕ : Y → X of schemes of finite type over a field k
is smooth of relative dimension n, if:
(1) ϕ is flat;
(2) if Y ′ ⊆ Y and X ′ ⊆ X are irreducible components, such that ϕ(Y ′) ⊆ X ′, then

dim Y ′ = dim X ′ + n;

(3) for each point y ∈ Y , one has

dimk(y)(ΩY/X ⊗ k(y)) = n.

Example 4.4.4. If Y = Spec k and k is algebraically closed, then X is smooth over
k of relative dimension n if and only if X is regular of dimension n. In particular,
if X is irreducible and separated, then X is smooth if and only if X is a variety.

Finally, we can define the notion of an étale morphism.

Definition 4.4.5. A morphism ϕ : Y → X is called étale if it is smooth and of
relative dimension zero.

Example 4.4.6. Open immersions are smooth morphisms of relative dimension zero,
so they are étale.

4.4.2 Henselian Rings and Strictly Henselian Rings

We start by introducing a special class of rings R, called henselian rings. Roughly
speaking, those are rings, for which the Hensel lemma is true.

Definition 4.4.7. Let R be a local ring with residue field k. The ring R is called
henselian if, for every monic polynomial P ∈ R[T ], all k-rational zeros of the residue
class P ∈ k[T ] lift to R-rational zeros of P . If, in addition, the residue field k is
separably closed, the ring R is called strictly henselian.

The following statement deals with some properties of strictly henselian rings.
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Proposition 4.4.8. Let R be a local ring. The following are equivalent:
(1) R is a strictly henselian ring.
(2) For all étale morphisms f : X → Spec R and for all points x ∈ X, such that
f(x) = s is a closed point of Spec R, there exists a section u : Spec R → X (i.e.
S-morphism), such that u(s) = x.

Proof. The proposition follows from [10, §18.8.1].

4.4.3 Surjectivity of [n] : G(R) → G(R)

The main goal of this whole section is to prove the following theorem:

Proposition 4.4.9. Let A be an abelian variety over a field K, which is the residue
field of a strictly henselian discrete valuation ring R. Let x ∈ A(K), such that the
reduction of x lies in the identity component of the closed fiber of the Néron model
A of A. Then for any integer n, prime to the residue characteristic of R, one has
x ∈ nA(K).

We start by several technical lemmas which will be used in the proof of the
proposition.

Lemma 4.4.10. Let G be a smooth, commutative group scheme of finite type over
an arbitrary base scheme S. Let n be an integer which is not divisible by the residue
characteristic of the local ring at every point s ∈ S. Then the multiplication by n
morphism nG : G→ G is étale.

Proof. The lemma follows from Lemma 2(b) of [3, §7.3].
Lemma 4.4.11. Suppose that U ⊆ G is an open dense group subscheme of G. Then
U = G.

Proof. Since the underlying topological spaces for G and G ×R K are the same, it
suffices to prove the statement for a commutative group scheme G over a field K.
Let G be a commutative group scheme over a field K. It suffices to prove that
G×KK = (U ×KK) · (V ×KK). Therefore, one can assume that K is algebraically
closed. In this case, it suffices to prove that U contains all closed points of G.
Indeed, U contains all generic points; otherwise U c will be the closure of a generic
point, which is impossible.

Suppose that x ∈ G is a closed point. Since K is algebraically closed, then x is
rational, so U and U ·x are both open. Thus, they have at least one common closed
point v, so there is u ∈ U , such that ux = v, i.e. x = u−1v ∈ U .
Lemma 4.4.12. Suppose that G is a finite-type commutative group scheme over a
strictly henselian local ring R and the fibers of G over R are geometrically connected.8

The multiplication map by n map

[n] : G(R)→ G(R)

8We say that a scheme X over a field K is geometrically connected if X ×K K is connected
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is surjective when n ∈ R×.

Proof. Choose a point x ∈ G(R). Then x corresponds to a morphism x : Spec R→
G. Form the following pullback diagram

Yx
ψ //

²²

Spec R

x

²²
G

nG // G

The surjectivity of [n] : G(R) → G(R) will follow if we prove that there is
a section Spec R → Yg. Indeed, note that Spec R → Yg → G corresponds to a
R-rational point on G, which is mapped to x ∈ G(R) under nG.

Since R is strictly henselian and by Proposition 4.4.8, it suffices to prove that
Yg → Spec R is étale and the closed fiber of Yg is nonempty. The last two statements

would evidently follow if we prove that nG : G→ G is étale and surjective. Étaleness
follows from Lemma 4.4.10. The surjectivity of nG follows from the fact that the
image of nG must be an open, dense subgroup scheme, so by Lemma 4.4.11 the
morphism nG must be surjective.

Lemma 4.4.13. Let X be a connected scheme over an arbitrary field K. Sup-
pose that there exists at least one K-rational point of X. Then the scheme X is
geometrically connected (i.e. the scheme X ×K K is connected).

Proof. This is proved in [8, §4.5.13].

Proof of Proposition 4.4.9. According to the basic properties of the Néron model,
A(K) ∼= A(R). The image of x ∈ A(K) under this isomorphism is a point of A0(R).
Since A0(R) is connected and has a R-rational point, the fibers of A0 over Spec (R)
are geometrically connected by Lemma 4.4.13. Therefore, we can apply Lemma
4.4.12 to obtain that the multiplication by n map [n] : G(R)→ G(R) is surjective.
This gives us a point z ∈ A(K), such that nz = x and we are done.

4.4.4 Surjectivity of the Induced Map on Generic Fibers

Here we discuss the last bit of algebraic geometry that will be needed for the main
result in this chapter. Suppose that A and B are commutative, smooth, group
schemes over strictly Henselian local ring R, which are the Néron models of abelian
varieties A and B (both defined over the fraction field K of R) and φ : A → B is
a morphism. We discuss a condition for φ, under which the induced map on the
generic fibers is always surjective.

Proposition 4.4.14. Suppose that φ : A → B is smooth and surjective. Then the
induced morphism φK : A(K)→ B(K) is surjective.
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Proof. The idea is very similar to the one that we used in the proof of Lemma 4.4.12.
It suffices to show that the induced map φR : A(R)→ B(R) is surjective. Choose a
point x ∈ B(R) and consider the corresponding morphism Spec R → B. As in the
previous proof, form the pullback diagram

Yx
ψ //

²²

Spec R

x

²²
A φ // B

It will suffice to check that the morphism ψ : Yx → Spec R has a section. To do
this, we only need to check that the closed fiber of ψ has a section. But the closed
fiber is smooth and nonempty (since φ is surjective); also, its base field is separably
closed, since R is strictly henselian. Hence, the closed fiber has an R-rational point
by [3, §2.2.13].

4.5 Producing Visible Elements of the Shafarevich-

Tate Group

Suppose that A is an abelian variety over a number field K. We describe a technique
which produces visible elements of X(A/K). The basic idea is that under certain
conditions it will be possible to inject a weak Mordell-Weil group of some abelian
variety into X(A/K), so we will produce element of finite order of X(A/K). The
precise statement is the following

Theorem 4.5.1 (Visibility Theorem). Let A/K and B/K be abelian subvari-
eties of J/K which have finite intersection.9 Let N be the product of the residue
characteristics of the non-archimedian places of bad reduction for B. Suppose that
p is a prime number, which satisfies the following conditions:
(i) p - N · |(J/B)(K)tors| · |B(K)tors| ·

∏

ν cA,ν · cB,ν, where cA,ν and cB,ν are the Tam-
agawa numbers (or the orders of the component groups of the fibers of the Néron
models at ν);
(ii) B[p] ⊂ A;
(iii) If ep is the ramification index of the prime ideal p, then ep < p − 1 for any
prime ideal p lying above p.
Under these hypothesis, there is a natural map

ϕ : B(K)/pB(K)→X(A/K),

such that the order of the kernel of ϕ is at most pr, where r is the Mordell-Weil rank
of A. In particular, the map is injective if the Mordell-Weil rank of A is 0.

9As before, J is not necessarily a Jacobian of a curve; the notation is used only because we will

often apply the theorem for J being a Jacobian of a modular curve.
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Proof. There are two major steps for the proof of the theorem. First, we con-
struct a map from the weak Mordell-Weil group B(K)/pB(K) to the visible part of
H1(K,A), using the hypothesis that B[p] ⊂ A. The second step is proving that the
image of B(K)/pB(K) in H1(K,A) consists of locally trivial cohomology classes,

which immediately implies that this image is contained in Vis
(i)
J (X(A/K)).

Step I: Constructing a map B(K)/pB(K)→ H1(K,A).
The argument we will use is purely algebraic and is based on diagram chasing.

Start with the short exact sequence

0→ A→ J → C → 0,

where C is simply the quotient J/A, considered over K. The associated long exact
sequence on Galois cohomology is

0→ A(K)→ J(K)→ C(K)
δ−→ H1(K,A)→ · · · . (4.5.1)

One can construct a map ψ : B → C by composing the inclusion map B ↪→ J
and the map J → C. Since B[p] ⊂ A and A is the kernel of the map J → C, then

the map ψ : B → C factors through the multiplication by p map B
·p−→ B. This

gives us the following commutative diagram:

B

²²

.p //

ψ

ÃÃ@
@@

@@
@@

B

²²
0 // A // J // C

We still have not used the fact that B(K)[p] is empty. We take K-rational points
and use this fact to get the following diagram, with exact rows and columns:

K0

²²

K1

²²

K2

²²
0 // B(K)

.p //

²²

B(K)
π

''NNNNNNNNNNN
//

²²

B(K)/pB(K) //

ϕ

²²

0

0 // J(K)/A(K) //

²²

C(K) // δ(C(K)) // 0

K3

By definition, the visible part of H1(K,A) is the kernel of the map H1(K,A)→
H1(K, J), which by the long exact sequence on Galois cohomology is exactly the

image of the map H0(K,C)
δ−→ H1(K,A), which is δ(C(K)). Now, we apply the

snake lemma to get an exact sequence

K0 → K1 → K2 → K3.
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We can analyze further the sequence, by observing that K1 is finite. This is because
the kernel of ψ : B → C is A ∩ B, which is finite. Therefore, K1 ⊂ B(K)tors.
But B(K) does not contain p-torsion elements. Since K2 ⊂ B(K)/pB(K) is a p-
group, then K1 → K2 must necessarily be the zero map. Therefore, K2 injects into
K3
∼= J(K)/(A(K) + B(K)) ∼= (J(K)/B(K))/A(K). Since torsion of J(K)/B(K)

is contained in (J/B)(K)tors, then J(K)/B(K) has no p-torsion. Therefore, if A(K)
is a torsion group, then (J(K)/B(K))/A(K) has no p-torsion and so K2 (which is
a p-group) is trivial, i.e. ϕ : B(K)/pB(K)→ H1(K,A) must be injective.

More generally, suppose that the Mordell-Weil rank of A(K) is r. The order of
the kernel of ϕ is bounded from above by the order of (J(K)/(A(K) + B(K)))[p].
The last group is precisely the p-torsion part of the cokernel of the map φ : A(K)→
J(K)/B(K), so the bound on that kernel follows from

Lemma 4.5.2. Suppose that G and H are finitely generated abelian groups, G is
of rank r, and H has no p-torsion elements. Suppose that f : G → H is a group
homomorphism. Then coker(f)[p] ≤ pr.

Proof. We may consider that H is a torsion-free, since no torsion of order prime to p
contributes to the order of coker(f)[p]. Thus, all the torsion of G is mapped to 0 via
f and so we might as well assume that G is torsion-free. For free groups, we can see
this by considering the Smith normal form of the integer matrix, corresponding ot f .
Indeed, the new matrix we obtain consists of at most r diagonal entries [d1, d2, . . . ],
such that d1 | d2 . . . , which immediately implies that the order of the p-torsion of
the cokernel is at most pr.

Step II: The Local Analysis.
In the previous step we constructed a map ϕ : B(K)/pB(K) → H1(K,A) and

proved that the kernel has order at most pr, where r is the Mordell-Weil rank of
A (the last statement follows from Lemma 4.5.2). We should also prove that the
image of ϕ consists of locally trivial cohomology classes in order to conclude that
this image lies in X(A/K). Consider the composition π : B(K)→ H1(K,A) of the
quotient map B(K)→ B(K)/pB(K) and the map ϕ. Let x ∈ B(K) be aK-rational
point. We want to show that for each place ν, the restriction resν(π(x)) = 0.

We prove this by considering the different possibilities for the place ν.
Case 1: ν is archimedian.

There is nothing to prove in the case when ν is complex archimedian, because
the local cohomology group is trivial.

If ν is real archimedian, we haveH1(Gal(Kν)/Kν , A(Kν)) = H1(Gal(C/R), A(R)).
But Gal(C/R) ∼= Z/2Z and since the order of the group kills any element of the
first cohomology, then resν(π(x)) is 2-torsion. But π(x) is also p-torsion and p
is odd. Therefore, resν(π(x)) is both p-torsion and 2-torsion, which means that
resν(π(x)) = 0.

Case 2: p 6= char(ν).
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Let m be the order of the component group ΦB,ν(kν) of the closed fiber Bkν at ν
of the Neron model B (i.e. the Tamagawa number cB,ν). Then mx is in the identity
component B0kν . Hence, we can apply Proposition 4.4.9 for the point mx and the
local field Kur

ν (whose valuation ring is strictly Henselian) to get that there exists
z ∈ B(Kur

ν ), such that pz = mx. Now, look at resν(π(mx)) ∈ H1(Kν , A(Kν)).
By the discussion of the Kummer pairing in Chapter 1.1, this cohomology class is
represented by the 1-cocycle

f : Gal(Kν/Kν)→ A(Kν), σ 7→ σ(z)− z.
Since z ∈ B(Kur

ν ), it follows that f is unramified cocycle, i.e. resν(π(mx)) is an
unramified cohomology class. Thus, resν(π(mx)) ∈ H1(Kur

ν /Kν , A(K
ur
ν )).

Next, we use the following relationship between the unramified cohomology and
the the cohomology of the component group.

Lemma 4.5.3. Let A be an abelian variety over a local field K, which is the fraction
field of a discrete valuation ring R with residue field k. Let A be the Néron model
of A and Φ(k) be the component group of the closed fiber Ak of A, i.e. Φ(k) :=
Ak(k)/A0k(k). Then

H1(Kur/K,A(Kur)) = H1(Kur/K,Φ(k)),

where Kur denotes the maximal unramified extension of K.

The lemma is proved in [17, Prop.3.8]. It implies that

H1(Kur
ν /Kν , A(K

ur
ν )) = H1(Kur

ν /Kν ,ΦA,ν(kν)).

The cohomology of the component group is easier to work with, because the
component group is a finite Gal(Kur

ν /Kν)-module and Gal(Kur
ν /Kν) is a cyclic, so

we can apply the following

Lemma 4.5.4. Suppose that G is a cyclic group and A is a finite G-module. Let

h(A) := |H0(G,A)|/|H1(G,A)|
be the Herbrand quotient of the G-module A. Then h(A) = 1.

Proof. Let g be a generator for G and AG denote the fixed submodule of A. Let IG
denote the kernel of the homomorphism Z[G]→ G, which maps g → 1. There is an
exact sequence

0→ AG → A
·(g−1)−−−→ A→ A/IGA→ 0.

Since A is a finite module, it follows that |A/IGA| = |AG|. Next, let N : A→ A be

the homomorphism, obtained by multiplication by N =
∑

h∈G

h. This homomorphism

induces a homomorphism N ∗ : A/IGA→ AG. Moreover, we have an exact sequence

0→ H1(G,A)→ A/IGA
N∗

−→ AG → H0(G,A)→ 0,

which immediately implies that |H1(G,A)| = |H0(G,A)|, so h(A) = 1.
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The lemma implies that the order of H1(Kur
ν /Kν ,ΦA,ν(kν)) is equal to the order

of the component group ΦA,ν(kν). But p - cA,ν = |ΦA,ν(kν)| by assumption. Since
the order of resν(π(mx)) divides p, it follows that resν(π(mx)) is trivial. There-
fore, mresν(π(x)) = 0. But pπ(x) = 0 and p - m = cB,ν , then it follows that
resν(π(x)) = 0, i.e. π(x) is a locally trivial element.

Case 3: char(ν) = p.
Consider the maximal unramified extension Kur

ν of Kν . Let A, J and C be the
Neron models of A, J and C respectively.

The first observation is that the induced sequence on the Néron models

0→ A→ J ψ−→ C → 0

is exact, which is a consequence of the following lemma, proved in [3, §7.5, Thm 4.]

Lemma 4.5.5. Suppose that 0 → A′ → A → A′′ → 0 is an exact sequence of
abelian varieties over a field K, which is the fraction field of a discrete valuation
ring R. Assume that the ramification index e = ν(p) satisfies e < p− 1, where p is
the residue characteristic and ν is the normalized valuation on R. Let A′, A and
A′′ be the Néron models of A′, A and A′′ respectively. If A has abelian reduction,
then the induced sequence

0→ A′ → A→ A′′ → 0

is exact and consists of abelian R-schemes.

Hence, ψ : J → C is a flat morphism, which is surjective and which has a smooth
kernel A. This is enough to claim that ψ is smooth [3, §2.4, Prop.8]. Next, using
Lemma 4.4.14, it follows that J (R)→ C(R) is surjective, and therefore J (Kur

ν )→
C(Kur

ν ) is surjective. Therefore, resν(π(x)) is a unramified cohomology class. Using
Lemma 4.5.3, we have

H1(Kur
ν /Kν , A) ∼= H1(Kur

ν /Kν ,ΦA,ν(kν))

But A has good reduction at ν, since p - N , so ΦA,ν(kν) is trivial. Therefore
H1(Kur

ν /Kν ,ΦA,ν(kν)) is trivial, so resν(π(x)) = 0, which completes the proof of the
visibility theorem.



Chapter 5

Computational Examples and
Algorithms

In this chapter we describe specific examples, in which one produces visible ele-
ments with the visibility theorem, and therefore provides evidence for the Birch
and Swinnerton-Dyer conjecture, by constructing elements of certain finite order
of the Shafarevich-Tate group. Two computational examples are provided - one of
the examples (a 20-dimensional subvariety of J0(389)) in which we directly produce
visible elements using the visibility theorem. The other example is more interesting
(18-dimensional subvariety of J0(551)), because no visibility occur at level N = 551,
but if we raise the level of the modular Jacobian (by mapping J0(551)→ J0(2 · 551)
by a combination of the degeneracy maps), we can apply the visibility theorem for
the image of the variety. We then use a result of K. Ribet to conclude that the
Shafarevich-Tate group of the original variety must have elements of certain finite
order.

Before presenting the computational example, we describe (or at least give precise
reference to) almost all of the computational algorithms that are used for these
verifications. For instance, we explain how to compute the modular degree, how to
produce upper and lower bounds on the torsion subgroup, how to intersect abelian
varieties, how to compute the L-ratios and the orders of the component groups (the
Tamagawa numbers).

The examples are not original, so I would like to thank Asst. Prof. William
Stein for allowing me to include his examples in my thesis and to use some of the
modular abelian algorithms which he came up with in [25].
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5.1 Algorithms for Computing with Modular Abelian

Varieties

5.1.1 Computing the Modular Degree

Let Af be an abelian variety attached to a newform f . Then Af is a quotient of
J0(N), so there is a surjective morphism J0(N)→ Af . Consider the dual morphism
A∨f → J0(N) (Jacobians are self-dual), which is an injection. By taking the compo-
sition of these two maps, we obtain a finite degree morphism θf : A∨f → Af . It turns
out that the degree of θf is a perfect square, which is a consequence of the following

Proposition 5.1.1. Suppose A is an abelian variety over a field k and let λ : A→
A∨ be a polarization. Suppose that char(k) is either zero, or prime to the degree of
λ. There exists a finite abelian group H, such that

ker(λ) ∼= H ×H,

where the above identification is a group isomorphism.

Before proving the proposition, we need a lemma:

Lemma 5.1.2. Suppose that G is a finite abelian group for which there exists a
nondegenerate, alternating, bilinear pairing Γ : G×G→ Q/Z. There exists a group
H, such that G ∼= H ×H.1

Proof. Using the structure theorem for abelian groups, one can reduce the statement
to the case when G is a p-group for some prime number p. Let x be an element of
G of maximal order ph for some integer h. First, we show that there exists y ∈ G,
such that Γ(x, y) = 1/ph. Indeed, if no such y exists, then Γ(ph−1x, y) = 0 for each
y ∈ G, so Γ is degenerate, which is a contradiction. Notice that every such y still
has maximal order ph, since 0 6= ph−1Γ(x, y) = Γ(x, ph−1y). Moreover, we show that
〈x〉 ∩ 〈y〉 = ∅. Indeed, if mx = ny for some 0 < m,n < ph, then

0 = mΓ(x, x) = Γ(x,mx) = nΓ(x, y) 6= 0,

which is a contradiction. After choosing such y one can define

H = {z : Γ(x, z) = Γ(y, z) = 0}.

We claim that G ' (〈x〉+ 〈y〉)⊕H. Indeed, for any g ∈ G, the alternating pairing
Γ gives us

g − (phΓ(g, y))x− (phΓ(g, x))y ∈ H,
1It is interesting that this lemma, combined with the existence of the Cassel’s pairing for elliptic

curves, implies that if the Shafarevich-Tate group of an elliptic curve is finite, then it has a perfect

square.
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It is easy to check that this produces a group isomorphism

G ' (〈x〉+ 〈y〉)⊕H.

But Γ restricts to an alternating, nondegenerate, bilinear pairing to H ×H.
This means that we can use induction on the size of the group G to prove the

statement. If G is trivial, there is noting to prove. If not, we construct H and apply
the hypothesis for H, i.e. there exists a subgroup H ′ of H, such that H ' H ′ ⊕H ′.
This means that

G ' (〈x〉 ⊕H ′)⊕ (〈y〉 ⊕H ′),

because 〈x〉 ∩ 〈y〉 = ∅.

Proof of Proposition 5.1.1. The idea is to prove the existence of a nondegenerate,
alternating, bilinear pairing β : Ker(λ) × Ker(λ) → Q/Z and then to use Lemma
5.1.2.

Let m be an integer that kills Ker(λ). Define

eλ : Ker(λ)×Ker(λ)→ µm

in the following way: suppose that P, P ′ ∈ Ker(λ). Choose a point Q ∈ A(k), such
that mQ = P ′ and let

eλ(P, P ′) := em(P, λQ),

where em : A[m] × A∨[m] → µm is the Weil pairing. The pairing is well defined,
since m(λQ) = λ(mQ) = λ(P ′) = 0. Moreover, it is nondegenerate, alternating and
bilinear, because of the properties of the Weil pairing. Thus, we can apply Lemma
5.1.2 to get Ker(λ) ∼= H ×H.

As a consequence of Proposition 5.1.1, we conclude that the degree of the isogeny
θf : A∨f → Af . Using the above proposition, we can define the modular degree.

Definition 5.1.3. The modular degree of Af is defined as

moddeg(Af ) =
√

deg(θf ),

where θf : A∨f → Af is the dual isogeny.

There is an explicit algorithm for computing the modular degree of a modular
abelian variety, attached to a newform. It is based on Abel-Jacobi’s theorem and
on the integration pairing2

〈, 〉 : S2(Γ0(N))×H0(X0(N),Z)→ C.

2From now on, by S2(Γ0(N)) we will mean the complex vector space of modular forms of weight
2 and level N .
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Indeed, the pairing induces a natural map

Φf : H0(X0(N),Z)→ Hom(S2(Γ0(N))[If ],C),

where If is the ideal of the Hecke algebra, which annihilates the form f .
Using Abel-Jacobi’s theorem, one can deduce the following commutative diagram

with exact rows

0 // H1(X0(N),Z)[If ]

²²

// Hom(S2(Γ0(N)),C)[If ] //

²²

A∨f (C) //

²²

0

0 // H1(X0(N),Z) //

²²

Hom(S2(Γ0(N)),C) //

²²

J0(N)(C) //

²²

0

0 // Φf (H0(X0(N),Z)) // Hom(S2(Γ0(N))[If ],C) // Af (C) // 0

Finally, since the map Hom(S2(Γ0(N)),C)[If ] → Hom(S2(Γ0(N))[If ],C) is an
isomorphism, then the modular kernel θf is isomorphic to the cokernel of the map
H1(X0(N),Z)[If ]→ Φf (H0(X0(N),Z)) by the snake lemma.

We summarize the algorithm in the following proposition

Proposition 5.1.4. The kernel of the isogeny θf : A∨f → Af is isomorphic to the
cokernel of the map

H1(X0(N),Z)[If ]→ Φf (H0(X0(N),Z)).

Since the Hecke action on the space of modular symbols and the integration pair-
ing are both computable, then the isomorphism allows us to compute ker(θf ) using
modular symbols.

Finally, we explain why the modular degree is important in relation to visibility.
We will prove the following result

Proposition 5.1.5. Let mA = moddeg(Af ). The visible subgroup of A∨f ↪→ J0(N)
is contained in X(Af/Q)[mA].

Proof. The isogeny θf : A∨f → Af is a composition of the maps A∨f → J0(N)→ Af .
Let eA be the exponent of ker(δ). By proposition 5.1.1, eA | mA, so θf factors
through multiplication by eA, which means that there is a complementary isogeny
θ′f : Af → A∨f , such that θ′f ◦ θf = [eA]. Let (θf )∗ : X(A∨f /Q) → X(Af/Q)
denote the induced map on the Shafarevich-Tate groups. Since VisJ0(N)(X(A∨f )) is
contained in ker((θf )∗), then this visible group is also contained in

ker((θ′f ◦ θf )∗) = X(A∨f /Q)[eA] ⊂X(A∨f /Q)[mA].
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Remark 5.1.6. Note that by considering the complementary isogeny of θf one obtains
automatically that the visible subgroup of X(A∨f /Q) is killed by multiplication by
the order of the modular kernel (i.e. the kernel of θf ). However, using the nontrivial
Proposition 5.1.1, we obtain a much stronger statement (the visible X is killed by
the square of the order of that kernel). In fact, proposition 5.1.5 will be used in the
computations in the next section.

5.1.2 Intersecting Complex Tori

In this subsection, we discuss how to compute intersections of abelian varieties. The
whole idea is pretty straightforward if one thinks of the varieties as complex tori.

Suppose that V is a finite dimension vector space over C and Λ be a lattice in V .
One can contruct the complex tori T = V/Λ. Suppose that VA and VB are vector
subspaces of V . The lattices ΛA = VA∩Λ and ΛB = VB ∩Λ give us complex subtori
A = VA/ΛA and B = VB ∩ ΛB of T . The following proposition gives us an explicit
way to compute the intersection group of A and B, using only the lattices Λ, ΛA

and ΛB.

Proposition 5.1.7. Suppose that A ∩B is finite. Then

A ∩B ∼=
(

Λ

ΛA + ΛB

)

tors

.

Proof. Since A ∩ B is finite, then VA ∩ VB = ∅. There is a map A⊕ B → T given
by (vA+ΛA) + (vB +ΛB) 7→ (vA− vB) +Λ. The kernel of consists precisely of pairs
(x, x), where x ∈ A ∩B. Indeed, (vA +ΛA) + (vB +ΛB) is in the kernel if and only
if vA− vB ∈ Λ, which means precisely that the points x = vA+ΛA and y = vB+ΛB
viewed as points in T . Therefore, we have an exact sequence

0→ A ∩B → A⊕B (x,y)7→x−y−−−−−−→ T

One can construct the following commutative diagram with exact rows and columns:

0

²²

A ∩B

²²
0 // ΛA ⊕ ΛB //

²²

VA ⊕ VB //

²²

A⊕B //

²²

0

0 // Λ //

²²

V //

²²

T //

²²

0

Λ/ (ΛA + ΛB) V/ (VA + VB) T/(A+B)

Using the snake lemma, we obtain an exact sequence

0→ A ∩B → Λ/(ΛA + ΛB)→ V/(VA + VB)
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Finally, observe that V/(VA + VB) is a C-vector space and therefore has no torsion.

Therefore, the kernel of Λ/(ΛA + ΛB) → V/(VA + VB) contains

(

Λ

ΛA + ΛB

)

tors

.

Conversely, it is easy to check that any element which is not torsion is mapped to a

nonzero element of V/(VA + VB). Therefore A ∩B ∼=
(

Λ

ΛA + ΛB

)

tors

.

The proposition can be applied to compute intersections of modular abelian
varieties. Indeed, consider the modular Jacobian J0(N) as an abelian variety over
C. The tangent space at the identity is precisely V = Hom(S2(Γ0(N)),C). By
considering Λ = H1(X0(N),Z) and the integration pairing, we get J0(N)(C) = V/Λ.
Let f and g be newforms, which are not Galois conjugates and let If and Ig be the
annihilators of f and g in the Hecke algebra T. Let A = A∨f and B = B∨f . Then
VA = V [If ] and VB = V [Ig] are the tangent spaces at the identity to A and B.
According to the above proposition, we have

A ∩B ∼=
(

Λ

ΛA + ΛB

)

,

where ΛA = Λ[If ] and ΛB = Λ[Ig].

5.1.3 Producing a Multiple of the Order of the Torsion Sub-
group

We first consider some methods for providing upper bounds on the size of the torsion
subgroup of a modular abelian variety A := Af , attached to a newform f , which is

a normalized eigenform, i.e. f = q +
∞
∑

n=1

anq
n.

The basic idea for bounding the size of the torsion group Ators(Q) is to inject
the torsion subgroup into the group of Fp-rational points of the reduction of A for
various primes p. We start with the following

Proposition 5.1.8. Suppose that A is a modular abelian variety, which is a quotient
of J0(N) and p - 2N is a prime. Then there exists an injective map

A(Q)tors → AFp(Fp).

We recognize this statement as a generalization of Lemma 1.2.2. The above
proposition is a direct consequence of a more general statement, which is proved in
the Appendix of [12]

Using the above proposition, one can get an upper bound on the torsion, by
taking the greatest common divisor of all |AFp(Fp)|, where p runs over all primes,
for which p - N . In short,

|A(Q)tors| ≤ gcd{|AFp(Fp)| : ∀p - 2N}.
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To complete the computation of the upper bound, we need an algorithm for
computing the order of the group AFp(Fp). The observation is that the Fp-rational
points can be recovered as the fixed points of the Frobenius automorphism, acting
on AFp(Fp). Indeed, the automorphism Frobp : Fp → Fp that sends x 7→ xp induces

an automorphism Frobp : AFp(Fp)→ AFp(Fp). Thus,

|AFp(Fp)| = |ker(1− Frobp)|.
A useful tool for computing degrees, such as the above one are characteristic polyno-
mials. Since we cannot define characteristic polynomials of an endomorphism of an
abelian variety, we should somehow relate this automorphism to an automorphism
of vector spaces, or modules of finite rank.

Indeed, it is helpful to introduce the `-adic Tate module. Indeed, it is defined as
the inverse limit

T`A := lim←−
n

A[`n],

taken with respect to the natural map

A[`n+1]
·l−→ A[`n].

Let ϕ : A → A be any element of End(A). There is an induced homomorphism
ϕl : T`A→ T`A.

Lemma 5.1.9. For any ϕ ∈ End(A),

deg(ϕ) = |det(ϕl)|.
Proof. This is proved in [16, §12.9].

Thus, all we need to do is compute the characteristic polynomial of the Frobenius
homomorphism, acting on the `-adic Tate module T`A. This is achieved in the
following proposition, proved in [22, §7].
Proposition 5.1.10. Let Fp be the characteristic polynomial of the homomorphism
Frobp : T`A→ T`A. Then

Fp(x) =
∏

σ:Kf ↪→Q

(

x2 − σ(ap)x+ p
)

.

Finally, let Gp(x) be the characteristic polynomial of multiplication by ap on the
vector space Kf/Q. Then (e.g. by the Eichler-Shimura relation between Tp and
Frobp, acting on the `-adic Tate module),

Fp(x) = x[Kf :Q]Gp

(

x+
p

x

)

.

But the polynomial Gp(x) is easily computable from the coefficients of f . Therefore,
Fp(x) is computable. Finally, we obtain

|AFp(Fp)| = |det(1− Frobp)| = |Fp(1)| = |Gp(1 + p)|.
This gives the explicit way of computing the number of Fp-rational points on the
reduced variety AFp .
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5.1.4 Producing a Divisor of the Order of the Torsion Sub-
group

Producing a lower bound for the order of the torsion subgroup is more subtle than
the upper bound. We start by the following

Definition 5.1.11. The rational cuspidal subgroup C is defined as the subgroup of
J0(N)(Q)tors, generated by the divisors of the form (α)− (∞), where α is a rational
cusp for Γ0(N) (recall that a divisor is called Q-rational if it is fixed by the action
of the absolute Galois group Gal(Q/Q)).3

Introducing the group C is very useful for our purposes, since the size of its
image in A(Q)tors produces a divisor of the order of the torsion subgroup.

We compute a list of cusp representatives for all the cusps for Γ0(N), using the
following

Proposition 5.1.12. Let α1 =
p1
q1

and α2 =
p2
q2

be two cusps, written in lowest

terms. Then α1 ∼ α2 modulo the action of Γ0(N) if and only if

q2 ≡ uq1 (modN), and up2 ≡ p1 (mod (q1, N)), for some u, (u,N) = 1

Proof. Suppose that there is a matrix M ∈ Γ0(N), such that Mα1 = α2. If M =
[

a b
Nc d

]

, then
p2
q2

=
ap1 + bq1
Ncp1 + dq1

. Since (ap1+bq1, Ncp1+dq1) = 1, then it follows

that q2 = ±(Ncp1 + dq1) and p2 = ±(ap1 + bq1). Hence, we can choose u = ±d and
we get precisely the desired condition.

Conversely, suppose that α1 and α2 satisfy the condition. First, choose s′1, r
′
1, s2, r2 ∈

Z, such that p1s
′
1 − q1r

′
1 = p2s2 − q2r2 = 1. Since q2 ≡ uq1 (mod N), then

(q1, N) = (q2, N) = N0. We have up2 ≡ p1 (mod N0) which implies that us′1 ≡ s2
(mod N0). Thus, we can find x ∈ Z, such that uxq1 ≡ us′1 − s2 (mod N). If
we set s1 = s′1 − xq1 and r1 = r′1 − xp1, then p1s1 − q1r1 = 1, us1 ≡ s2 (mod

N) and uq1 ≡ q2 (mod N). Finally, look at the matrices M1 =

[

p1 r1
q1 s1

]

and

M2 =

[

p2 r2
s2 q2

]

. Since M1M
−1
2 ∈ Γ0(N) if and only if s1q2 ≡ s2q1 (mod N), then

we obtain easily that there is a matrix M ∈ Γ0(N), such that Mα1 = α2, i.e. the
cusps α1 and α2 are Γ0(N)-equivalent.

Next, we compute a sublist of all Q-rational cusps. This can be done, provided
we know the action of Gal(Q/Q) on the cusps for Γ0(N). Computing this action is
possible and is done by G. Stevens [26, Thm. 1.3.1]. The essential result is contained
in the following proposition:

3The definition we present is not the standard definition of the rational cuspidal subgroup.
The standard definition of the rational cuspidal subgroup is the subgroup of the group of cuspidal
divisors, which is fixed by Gal(Q/Q).
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Proposition 5.1.13. (i) The cusps of X0(N) are rational over Q(ζN) (i.e. they are
fixed by the elements of Gal(Q/Q(ζN))).
(ii) The absolute Galois group Gal(Q/Q) acts on the cusps for Γ0(N) through the
subgroup Gal(Q(ζN)/Q) = (Z/NZ)×. The element d ∈ (Z/NZ)× acts on the cusp
representative x/y by x/y 7→ x/(d′y), where d′ is the multiplicative inverse of d in
(Z/NZ)×, i.e. dd′ ≡ 1 (mod N).

We can compute the subgroup C of the space of modular symbols of weight 2 for
Γ0(N), generated by the rational cusps. In other words, C is the space of all symbols
{α,∞}, where α is a Q-rational cusp. It follows from Abel-Jacobi’s theorems that
the image of C in Af (Q)tors is isomorphic to the image of C in the quotient group

P := Φf (H1(X0(N),P1(Q);Z))/Φf (H1(X0(N);Z)),

where Φf is the integration pairing, defined by

Φf : H1(X0(N),P1(Q);Z)→ H1(X0(N);Z), {α, β} 7→
{

f 7→
∫

γ

f

}

,

where γ is a path, representing the homology class {α, β}.

5.1.5 Computation of the Tamagawa Numbers

Let A be an abelian variety over a number field K and let A be its Néron model.
The closed fiber of the Néron model at a place ν is a commutative group scheme,
which we denote by Akν (kν denotes the residue field at ν). This scheme is not
necessarily connected, so we will denote by A0kν the connected component of the
identity.

Definition 5.1.14. The component group of A at ν is a finite flat group scheme
ΦA,ν , such that the following sequence is exact

0→ A0kν → Akν → ΦA,ν → 0

The order cA,ν of the group of kν-rational points on the component group ΦA,ν is
called the Tamagawa number of A at ν. In other words, cA,ν = |ΦA,ν(kν)|.
Remark 5.1.15. If A has nonsingular reduction at ν then cA,ν = 1, because Akν in
this case is connected.

There is no general algorithm to compute the Tamagawa numbers. There ex-
ists, however, an algorithm for the case of elliptic curves and it is known as Tate’s
algorithm. We do not present the technical details of the algorithm, since such a
presentation would be much longer than the whole chapter. A detailed exposition
of this algorithm is given in [27] or [24, IV.§9].

For the case of modular abelian varieties over Q, there is a known algorithm
to compute |ΦA,p(Fp)| in the case when p ‖ N [6]. Furthermore, it is possible to
compute |ΦA,p(Fp)| up to power of 2 [13]. Computing cA,p in general is still an open
problem.



54

5.1.6 Computing the L-Ratio

To motivate the definition and the interpretation of the L-Ratio, we start with the
simpler case of an elliptic curves.

First, suppose that f ∈ S2(Γ0(N)) is a newform. The L-function L(f, s), associ-
ated to f is defined via the Mellin transform

L(f, s) := (2π)sΓ(s)

∫ i∞

0

(−iz)sf(z)dz
z
.

It is not hard to check (by using the Fourier expansion f =
∑∞

n=1 anq
n) that

L(f, s) =
∞
∑

n=0

an
ns
.

Next, we look at the special value of the L-function at s = 1.

L(f, 1) = −2πi
∫ i∞

0

f(z)dz = −〈{0,∞}, f〉,

where
〈, 〉 : H1(X0(N),P1(Q);Z)× S2(Γ0(N))→ C

is the integration pairing, defined by 〈[γ], f〉 = 2πi

∫

γ

f(z)dz.

Since the modular symbols {0,∞} is in the rational homology of the curve
X0(N), then 〈{0,∞}, f〉 is a rational multiple of a period of f . To compute that
rational multiple, we use the Hecke operator Tp on modular symbols. Indeed, we
have

Tp{0,∞} = {0,∞}+
p−1
∑

k=0

{k/p,∞} = (1 + p){0,∞}+
p−1
∑

k=0

{0, k/p}.

But whenever p - N , the symbol {0, k/p} is integral, i.e. {0, k/p} ∈ H1(X0(N),Z).

Thus,

p−1
∑

k=0

〈{k/p, 0}, f〉 is a period of the modular form f . Another observation is

that it is a real period. Indeed,

〈{0, k/p}, f〉 = −〈{0, k/p}, f〉 = 〈{0, (p− k)/p}, f〉,

so after summing all the contribution, we see that the period

〈

p−1
∑

k=0

{k/p,∞}, f
〉

is

real. Now, let Ω(f) be twice the minimal real part of a period of the lattice. Then

L(f, 1)

Ω(f)
=

n(p, f)

2(1 + p− ap)
,
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where n(p, f) is an integer.

For the general case, suppose that A = Af is a modular abelian variety, attached
to a newform f . We want to be able to measure the volume of A(R), which will be
called the real volume and denoted by ΩA.

To define this notion precisely, let A be the Néron model for A and AR be the
generic fiber of A. Consider the space of Néron differentials H0(A,Ω1A/Z) and the
real vector space

V ∗ = H0(AR,Ω
1
AR
) = S2(Γ0(N),R)[If ].

Indeed, the last identification is a consequence of the definition of Af is the quotient
J0(N)/IfJ0(N).

Definition 5.1.16. Suppose that Λ and Λ′ are lattices in a real vector space V . The
lattice index [Λ : Λ′] is defined to be the determinant of the linear transformation of
V , which takes Λ to Λ′.

Let Λ∗ be the lattice defined by the Néron differentials H0(A,Ω1A/Z) in the cotan-

gent space V ∗. The dual lattice Λ = Hom(Λ∗,Z) is a lattice in the tangent space
V = Hom(V ∗,R). We can declare that the real torus V/Λ has measure 1. Since
A(R)0 = V/H1(A(R),Z), then we can define the volume of A(R)0 using the lattice
index [Λ : H1(A(R),Z)]. We write this as

µΛ(A(R)0) = [Λ : H1(A(R);Z)].

Since our goal is to measure the volume of A(R), we can use the index c∞ =
|A(R)/A(R)0| to define

µΛ(A(R)) = c∞ · µΛ(A(R)0).

Finally, we declare this induced measure µΛ(A(R)) to be the real volume ΩA.

We will be concerned with the computation of the L-ratio, which is
L(A, 1)

ΩA

. It

turns out that it is easier to compute the ratio cA ·L(A, 1)/ΩA, where cA is a special
constant, which is known as the Manin constant and is defined as follows

Definition 5.1.17 (Manin Constant). Consider H0(A,Ω1A) as a submodule of
S2(Γ0(N),Z)[If ], using

H0(A,Ω1A)→ H0(J ,Ω1J )[If ]→ H0(J0(N),Ω1J0(N)
)[If ]→ S2(Γ0(N),Z)[If ],

where J is the Néron model for the Jacobian J0(N). The Manin constant cA is
defined as

cA =

∣

∣

∣

∣

S2(Γ0(N),Z)[If ]

H0(A,ΩA/Z)

∣

∣

∣

∣

.
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There are various results and conjectures about the constant cA. One result,
which will be used in the computations is the following theorem due to B. Mazur
[15, §4]
Theorem 5.1.18 (Mazur). Let p be a prime, such that p | cA. Then p2 | 4N .

We will now state the result that allows us to compute the ratio cA ·
L(A, 1)

Ω1A
.

Theorem 5.1.19. Let

Φ : H1(X0(N);Q)→ Hom(S2(Γ0(N))[If ],C)

be a pairing, obtained from the integration pairing in such a way that Φ(〈0,∞〉)(f) =
L(f, 1) (as we discussed above, the fact that 〈0,∞〉 ∈ H1(X0(N),Q) follows from
the Manin-Drinfeld theorem). Then

c∞ · cA ·
L(A, 1)

ΩA

= [Φ(H1(X0(N);Z))+ : Φ(T〈0,∞〉)],

where by Φ(H1(X0(N);Z))+ we mean the positive eigenspace of Hom(S2(Γ0(N))[If ],C)
with respect to the complex conjugation operator.

The theorem is proved in [1, Thm. 4.5].

5.2 Examples of Visible Elements.

5.2.1 A 20-Dimensional Quotient of J0(389).

For the purpose of this section, we will be working with the modular Jacobian
J0(389). For clarity, we describe each step of our computation separately.

Step 1: Decomposing the Jacobian J0(389) as a product of abelian varieties.
Consider the cuspidal subspace S2(Γ0(389)). One can use the correspondence be-
tween Galois conjugacy classes of newforms and modular abelian varieties, attached
to newforms (quotients of J0(389)) to decompose J0(389) as a product of modular
abelian varieties. Using the modular symbols package of the computer algebra sys-
tem MAGMA, we decompose the new subspace of the cuspidal subspace S2(Γ0(389))
into Galois conjugacy classes. There are five abelian varieties in the decomposition
of dimensions 1, 2, 3, 6, 20, which we denote by A1, A2, A3, A6, A20 respectively.

Step 2: Computing the L-ratio’s for the quotients.
We can apply the algorithm for computing the L-ratio from Section 5.1.6, to verify
that L(A1, 1) = L(A2, 1) = L(A3, 1) = L(A6, 1) = 0, but L(A20, 1) 6= 0. More
precisely, the algorithm, applied to A20 gives us

L(A20, 1)

ΩA

= cA ·
211 · 52
97

,
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where cA is the Manin constant. But according to Mazur’s theorem (Theorem
5.1.16), the Manin constant is cA = 2?. Moreover, the techniques from [2] produce
an upper bound on cA, i.e. cA ≤ 220. Thus, we recover that

L(A20, 1)

ΩA

=
211+n · 52

97
,

where 0 ≤ n ≤ 20.

Step 3: Computing the modular degree for A20.
We run the algorithm from section 5.1.1 for the variety A20 to compute the kernel
of the isogeny θ : A∨20 → A20. We obtain |ker(θ)| = 224 · 52.
Computing this kernel is really important for what will follow, because it tells use
precisely the primes, for which one can hope to apply the visibility theorem. In this
case, the only such prime is p = 5.

Step 4: Computing torsion bounds for A1 and A20 We use the algorithm from
section 5.1.3 to produce upper bounds on the torsion subgroups of A1 and A20.
This computation automatically produces bounds for the order of A∨20(Q)tors. This
follows from the more general result

Lemma 5.2.1. Suppose A and B are isogenous abelian varieties. Then the upper
bounds for |A(Q)tors| and |B(Q)tors|, produced in 5.1.3 are the same. In other words,
the upper bounds, produced by the algorithm in 5.1.3 are isogeny invariant.

Proof. The upper bounds that are produced by algorithm in 5.1.3 depend only on
the characteristic polynomial of Frobenius on the `-adic Tate modules T`A and
T`B. The characteristic polynomials are then determined by T`A⊗Q and T`B ⊗Q
respectively. But T`A ⊗ Q ∼= T`B ⊗ Q, since A and B are isogenous. Hence, the
upper bounds are isogeny invariant.

Next, we can compute the bounds on the order of the torsion subgroup A20(Q)tors.
For the upper bound, we try only the primes 3 and 5 to get a bound 97. For the lower
bound, we compute the rational cuspidal subgroup, which turns out to be cyclic of
order 97. Therefore |A20(Q)tors| = |A∨20(Q)tors| = 97. The algorithm applied for A1
gives us upper bound 1, and so |A1(Q)tors| = 1.

Step 5: Computing Tamagawa Numbers
Using Tate’s algorithm, we compute cA1,389 = 1. For A20, we can use the algorithm
in [6] to get cA20,389 = 97.

Step 6: Theorem 4.5.1 for A = A∨20, B = A1, J = A+B and p = 5.
We will apply the visibility theorem (Theorem 4.5.1) for the abelian variety A =
A∨20 ⊂ J0(N) and the elliptic curve B = A1 = A∨1 ⊂ J0(N). Let J be the variety J =



58

A+B and p = 5. We need to check the hypothesis of the theorem. Using the algo-
rithm from Section 5.1.2 we compute A∩B = (Z/20Z)×(Z/20Z), which implies that
B[5] ⊂ A(Q). In order to apply the visibility theorem for p = 5, we need to prove
that 5 - |B(Q)tors| · |(J/B)(Q)tors|. But |B(Q)tors| = 1. Since A is isogenous to J/B
and the kernel of that isogeny is A∩B = (Z/20Z)× (Z/20Z), then |(J/B)(Q)tors| =
|A∨20(Q)tors| = 97. Therefore, 5 - |B(Q)tors| · |(J/B)(Q)tors| · cA,389 · cB,389, so we can
apply the visibility theorem and get an injection B(Q)/5B(Q) ↪→X(A∨20). (because
A has Mordell-Weil rank zero).

Step 7: Evidence for the Birch and Swinnerton-Dyer conjecture for A∨20
The Birch and Swinnerton-Dyer conjecture states that

L(A, 1)

ΩA

=
|X(A)| ·∏p|N cA,p

|A(Q)tors| · |A∨(Q)tors|
.

We have everything computed precisely, except the Manin constant. We can
therefore compute the conjectural order of X(A∨18/Q), because

2n · 211 · 52
97

=
97 · |X(A/Q)|

972
.

Thus, |X(A∨18/Q)| = 211+n·52. Using the injection from Step 6, we get 52||X(A∨18/Q)|,
which provides evidence for the Birch and Swinnerton-Dyer conjecture.

5.2.2 Evidence for the Birch and Swinnerton-Dyer Conjec-
ture for an 18-Dimensional Quotient of J0(551).

In this section, we will look at J0(551). This example is interesting, because the
visibility theorem cannot be applied directly, but one needs to embed the variety
into a modular Jacobian of level, which is a multiple of 551. Again, for clarity, we
sketch the different steps of the computations.

Step 1: Decomposing the Jacobian J0(389) as a product of abelian varieties.
Similarly to the case of J0(389), we compute the newform quotients of J0(551).
There are four elliptic curves E1, E2, E3 and E4, and abelian varieties A2, A3, A16
and A18 of dimensions 2, 3, 16 and 18. We will be interested in studying the 18-
dimensional quotient A18.

Step 2: Computing the modular degree for A20.
Let θ : A∨18 → A18. Using the algorithm from 5.1.1, the modular kernel has order
|ker(θ)| = 214 · 134. This shows that the only odd prime p, for which one might get
visible elements of X(A∨18) in J0(551) of order p is p = 13.

Step 3: Computing the multiple and the divisor of A18(Q)tors.
The algorithm for the upper bound gives us |A18(Q)tors| divides 80. The order of
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the rational cuspidal subgroup is 40. Therefore, |A18(Q)tors| = 40 or 80. Notice
that the order of the modular kernel is not divisible by 5, i.e. the degree of the
isogeny θ : A∨18 → A18 is not divisible by 5. Therefore, the order of the torsion
subgroup |A∨18(Q)tors| must necessarily be divisible by 5. Thus, we obtain that
5 | |A∨18(Q)tors| | 80.

Step 4: Computing the Tamagawa Numbers.
The most difficult part is to compute the Tamagawa numbers for the abelian variety
A18. We can use the techniques from [6]. Since 551 = 19 · 29 then we need to
compute cA18,19 and cA18,29. The second number is cA18,29 = 40, but the algorithm
does not work for the first one. Instead, we compute the order of the component
group order over F19, which is 22 · 132 and conclude that cA18,19 = 2 or 4 by noting
that the Galois generator Frob19 acts as −1 (we can verify this in MAGMA using
the Atkin-Lehner operator; indeed, Frob19 acts on the component group ΦA,19(F19),
so every element of that group must have order 2).

Step 5: Computing the L-ratio.
Using the algorithm from 5.1.6, we compute

L(A18, 1)

ΩA18

= cA ·
22 · 32

5
.

Since cA | 2dim(A) by [2], then it follows that

L(A18, 1)

ΩA18

=
2n+2 · 32

5
,

for some 0 ≤ n ≤ 18.

Step 6: Conjectural order of X(A18/Q)
We have all the quantities for the strong Birch and Swinnerton-Dyer conjecture, so
we obtain

2n+2 · 32
5

=
|X(A18/Q)| · 2m · (23 · 5)

(2k · 5) · (2l · 5) ,

where 1 ≤ m ≤ 2, 3 ≤ k ≤ 4 and 0 ≤ l ≤ 4. Thus, it follows that |X(A18)| = 2s · 32
for some 2 ≤ s ≤ 24, so there is no chance to get visible elements for A18 inside
J0(551).

We saw that the conjectural order of X(A18/Q) is divisible by 32. Although we
produced no visible elements, there is a way of proving that X(A18) has a subgroup
of order 9 by using the following algorithm:

1. Let A be a quotient of J0(N). Choose a prime number ` - N and consider the
degeneracy maps α∗, β∗ : J0(N)→ J0(`N).
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2. By Shimura’s construction, A∨ is a subvariety of J0(N), so we can consider
its image in J0(`N) under a linear combination of the degeneracy maps. For
instance, look at C = α∗(A∨) + β∗(A∨).

3. Compute explicitely (using modular symbols) the image of the variety A∨18 in
J0(`N).

4. If possible, apply the visibility theorem for C (or some other technique) to
prove that C contains a subgroup of the form B(Q)/pB(Q) for some abelian
variety B.

5. To prove that X(A) has element, whose order is divisible by p, it suffices to
show that the degree of the isogeny, which is the composition of the maps

A→ A∨ → A∨ × A∨ α∗+β∗−−−−→ C

is not divisible by p (and then to perform analysis on the cochain level to
show that the kernel of X(A) → X(C) does not have an element of order
p). This can be done by noting that the kernel is annihilated by the operators
Tr|A − (r + 1) for all primes r - N , so it suffices to show that the order of the
kernel of some of these operators is not divisible by p.

To justify the last step of the above algorithm, we use a result due to K. Ribet.

Theorem 5.2.2 (Ribet). (i) Let ` - N be a prime number. Consider the two
degeneracy maps (which we constructed in Chapter 3) α∗, β∗ : J0(N) → J0(`N)
and let ϕ : J0(N) × J0(N) → J0(`N) be the map ϕ = (α∗, β∗). Let ΣN be the
kernel of the map J0(N) → J1(N) induced from the covering of modular curves
X1(N) → X0(N). Consider the image Σ of ΣN in J0(N) × J0(N) under the anti-
diagonal map J0(N)→ J0(N)× J0(`N) (i.e. the map x 7→ (x,−x)). Then

Σ = ker(ϕ).

(ii) The subgroup ΣN (known also as the Shimura subgroup) is annihilated by the
endomorphisms ηr = Tr − (r + 1) of J0(N) for all primes r which do not divide N .

The statement is proved in [21]. The second part of the theorem is useful for
computational purposes. Indeed, note that it is difficult to compute the Shimura
subgroup ΣN , but computing the order of the kernel of the operator Tr − (r + 1)
is not a problem at all. Since all we need out of this theorem is to show that the
prime p do not divide the order of the Shimura subgroup, then it would suffice to
check that p do not divide the order of the kernel of ηr.

To illustrate the above algorithm in practice, we choose the prime ` = 2. By
decomposing the modular Jacobian J0(2 · 551) as a product of quotients, we notice
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that five of the factors are elliptic curves, one of which is the rank 2 elliptic curve
E with Weierstrass equation

E : y2 + xy = x3 + x2 − 29x+ 61.

Let C be the image of A18 under the composition

A18 → A∨18 ↪→ J0(551)
α∗+β∗−−−−→ J0(2 · 551)

We can use the techniques from Section 5.1.2 to compute the intersection of E with
C and verify that C contains E[3]. We wish to apply the visibility theorem for
A = C and B = E and p = 3. Indeed, the only hypothesis that we have to check is
that the Tamagawa numbers for B are not divisible by 3. But Tate’s algorithm [27]
computes these numbers for elliptic curves. Using this algorithm, one checks that
cB,2 = 2, cB,19 = 2 and cB,29 = 1 and we already computed (up to power of 2) those
for A. Since the Mordell-Weil rank of C is zero, then there is an injection

B(Q)/3B(Q) ↪→X(C).

Finally, we need to check that the degree of the above isogeny ϕ : A → C is not
divisible by 3. To do this, we first compute the kernel of the operator T3|A− (3+1).
It is possible to perform the last step in practice, because one knows precisely how
the Hecke operator acts on the space of modular symbols. The kernel is

ker(T3|A − (3 + 1)) = 12625812402998886400 = 214 · 52 · 55520032,

which is not divisible by 3. Therefore, by Ribet’s theorem 3 does not divide the
order of the kernel of the isogeny A18 → C, so X(A18) contains an element of order
3, which provides evidence for the Birch and Swinnerton-Dyer conjecture.



Conjectures

The various theorems and examples that we presented illustrate that looking at
visible elements might be useful for a better understanding of the Shafarevich-Tate
group, since rational points on abelian varieties are much easier to understand than
cohomology classes.

The visualization theorem, together with the various interesting examples might
serve as a good motivation for the following question

Question 1. If A is an abelian variety over K, does there exists a variety J and an
embedding i : A ↪→ J , such that the whole Shafarevich-Tate group becomes visible,
i.e.

Vis
(i)
J (X(A/K)) = X(A/K)?

The above question is too general and it is likely that the answer might be neg-
ative. However, if we specialize the question to subvarieties of modular Jacobians
J0(N), the level-raising example generates the following question

Question 2. If A is an abelian variety over Q, whose dual is an optimal quotient
of J0(N) (hence A is a subvariety of J0(N)), does there exists M ∈ N and a linear
combination of degeneracy map J0(N)→ J0(MN) 4, such that every element of A
becomes visible in J0(MN), i.e.

VisJ0(MN)(X(A/Q)) = X(A/Q)?

Why should one even bother to ask these questions? Indeed, there is a very
subtle connection between visualizing elements of the Shafarevich-Tate group and
what is called capitulation of ideal classes.

In fact, suppose that L/K is an extension of number fields and consider the
kernel of the natural map CK → CL between the ideal class groups of K and L.
The elements of the kernel are those ideal classes of OK , which become trivial in
OL (we say that these ideal classes capitulate in CL). In some sense, capitulation
is the analogue of visibility for ideal classes. Class field theory tells us that there
exists a Hilbert class field H/K, in which all ideal classes of K become trivial, i.e.

4Note that we allow this map to have a kernel - recall that the general definition of visibility
did not require that A is embedded in J .
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the whole ideal class group CK capitulates in CH . It is natural to ask the following

Question 3. Is there some analogue of the Hilbert class field H/K for the case of
abelian varieties?

Since abelian varieties are in some sense much more difficult to work with than
ideal classes, it might be impossible to answer the above question, or it might as well
be that the general answer is negative. However, the connection between capitulation
and visibility might be interesting to study and understand better.
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schémas et des morphismes de schémas. II, Inst. Hautes Études Sci. Publ.

Math. (1965), no. 24, 231. MR 33 #7330

64



65
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