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1 Introduction

Dirichlet’s theorem on primes in arithmetic sequences states that in any arithmetic pro-
gression m,m + k,m + 2k, m + 3k, ..., there are infinitely many primes, provided that
(m, k) = 1. Euler first conjectured a result of this form, claiming that every arithmetic
progression beginning with 1 contained an infinitude of primes. The theorem as stated
was conjectured by Gauss, and proved by Dirichlet in 1835. The proof given below fol-
lows the original proof rather closely. I believe an elementary proof was found, though
it is fairly unenlightening and unintuitive.

2 Characters

Although in our proof of Dirichlet’s theorem, we will only make use of 1-dimensional
characters from (Z/kZ)* — C, some of their properties hold in the more general setting,
without complicatating the proofs. Thus we will briefly consider general characters.

Definition 2.1 Given a finite group G, and a representation p : G — GL(V), the
character of the representation p is the map x : G — C defined by

x(g) = trace(Ry),
where R, is the matriz representation given by some choice of basis for V.

Note that this is well-defined, since the trace will simply be the sum of the eigenvalues
of Ry, and thus will be independent of choice of basis.

First we shall establish some basic properties of general characters, and then we will
focus our attention to 1-dimensional (Dirichlet) characters.

Proposition 2.1 As above, let G be a finite group, and p a representation of G on
vector space V', with character x.



1. x(1) = dim(V).
2. VYg,9 € G,x(q") = x(99'g~ ). (Thus characters are class functions.)
3. x(g7") = x(g), where Z denotes the complex conjugate of z.

Proof: Since p is a homomorphism from G — GL(V), it must send 1¢ — I. Thus we
have
x(1) = trace(l) = dim(V').

For part 2, again since p is a homomorphism, we have R, ,—1 = RyRyR,-1. Now just
note that since the characteristic polynomial of a linear operator is independent of basis,
so is the trace, and thus trace(RyRy R,-1) = trace(Ry ), as claimed.

For part 3, we rely on the finiteness of G. Since |G| is finite, for ¢ € G, let d de-
note its finite order. Since I = Ry = (Ry)?, R, must be a matrix of order at most d,
and thus its eigenvalues A1,..., A, are all roots of unity, and thus have complex norm

equal to 1. In particular, )\;1 = \;. Thus we have

X =M =N+ h = x(9).

Throughout the remainder of this paper, we will restrict our attention to 1-dimensional
characters from (Z/kZ)* — C. The first main difference to note is that in the case of
1-dimensional characters (characters derived from 1-dimensional representations), each
character x is a homomorphism from G — C*, in particular x(g)x(h) = x(gh). This
observation yields the following useful proposition.

Proposition 2.2 In our restricted setting, with G = (Z/kZ)*, the values attained by
characters are |G|™ roots of unity.

(Recall that |G| = ¢(k), where ¢(k) is Euler’s totient function, defined to be the number
of positive integers less than or equal to k.)

It is worth noting that these characters form a group, with the law of composition
being multiplication of functions:

We shall denote this character group by G.

Proposition 2.3 G ~ G.



Proof: By the structure theorem for abelian groups, we have
Gngl @...@Cdn,

where C, denotes the cyclic group with m elements, and d; > 1, di|da... . Thus G
will be generated by the n-element set {(0,...,0,1,0,ldots,0)}. Furthermore, by the
multiplicativity, a character is uniquely determined by its value on each of the generators.
Now, we just need to consider the possible values that a character can attain on a given
generator. By the multiplicativity, a character must take the generator with a 1 in the
ith component to one of the dﬁh roots of unity, and any choice of one such root will yield a
2mim

J

unique and valid character. Thus given a character that takes the j** generator toe % |

we can represent it as the list (mq,...,my,). Our bijection is now clear. Futhermore, it
is compatible with multiplication, since exponents add.

For G as defined above, If we wish to extend a character g from a map G — C to
a map xn : N — C, we can do so easily by the following definition:

(n) = { xg(n mod k) if (n,k)=1 .

0 otherwise

Note that this extension is still multiplicative, and the product of the extensions of
two characters is the extension of the products. We will frequently neglect to specifiy
whether we are dealing with an actual character, or its extension, and furthermore, will
refer to both maps as ‘characters’.

We will now define a special character that appears frequently enough to deserve a
special treatment:

Definition 2.2 The principle character, which we will generally denote xo is the ex-
tension of the trivial character, thus

1 (nk)=1
XO(”)_{ 0 (nk)#1

Proposition 2.4

0 difxa#Fxe
St ={ g fAl);

Proof: Considering the first case, if x1 = x2, then yx1X2 = X0, in which case our claim
clearly holds.

Now, if x1 # x2, then x1X2 # X0, and thus there must be some ¢’ € G for which
x1(9")x2(¢") # 1. Consider the following:

xi1(g)x2(9) Y xi(g)xale) = D x1(d'9)x2(d'9)

geG geqG

= > xilg)x2g").

g"eqG




The last step holds since as g ranges over all of GG, the product ¢’g also ranges over all
of G. Our proposition follows trivially.

Proposition 2.4 does hold in the general setting, although the proof is slightly more
involved. Note that a trivial consequence of proposition 2.4 is that

0 if x # xo
S x(o) = { x 7
e |G| if x =xo0

We will conclude this section with a similar proposition to the above:

.y G| ifg=1
Proposition 2.5 }° .~ x(9) = { ‘0‘ otherwise

Proof: In the case that g = 1, the proposition follows trivially, since each y is a homo-
morphism, and thus must map 1 — 1. If g # 1, then there is some x’ € G such that
X'(g) # 1. Now, just observe that

X(9) D x(9) =Y xx(9)=>_ x(9),
xeé xeG‘

x€G

since as y ranges over all of G, so does the product x'x.

3 Basic Properties of the Zeta Function

It will be useful to establish some very basic properties of the Riemann Zeta function,
and Euler’s product formula. We will start with a definition:

Definition 3.1 For s > 1, the Riemann zeta function is defined as

oo
(s = Zn_s.
n=1

First, we should note that by the integral test, ((s) converges absolutely for s > 1. We
would like to extend zeta at least to the half-plane Re(s) > 0.

Proposition 3.1 The zeta function can be extended analytically to the entire plane,
with the exception of a simple pole at z = 1, where it has a residue of 1. Furthermore,
the zeros of the zeta function consist of the trivial zeros at —2,—4,—6, ..., and the zeros
with 0 < Re(s) < 1. (The second set of zeros are with Re(s) = 1/2, if we believe the
Riemann hypothesis.)

The above proposition follows from extending the gamma function to the entire plane,
and then extending zeta by the ‘method of moments’. We shall omit the proof of the
above, because it is outside the main scope of this course. For a detailed proof of the
above, see Bak and Newman, section 18.2.



The other vital property of the zeta function, is its ability to be expressed as a prod-
uct over primes. Throught the remainder of this paper, p will refer to a prime number,
and a summation (or product) over p will refer to summation (or product)over all primes.

Proposition 3.2 (Euler’s product formular) At least for s > 1,

o-63)"

Proof: First note that when the product on the right is expanded out, we have a sum-

mation of terms of the form W, with the p; distinct. Provided that both sides
1 P2 -Pr
converge, the above statement is equivalent to the statement that each positive integer

has a unique prime factorization. Should I deal with convergence really explicitly, or
can I just state that it works? (This is the only time in the paper that I would need to
wave my hands...)

o f(n) _

n=1 ns

Also note that given any multiplicative function f, as above, we have >

-1
Hp (1 — f}gﬁ”) , wherever both sides converge.

4 Proof of Infinitude of Primes

Before embarking on a proof of Dirichlet’s theorem, we will first prove that there are
infinitely many primes by using identities involving the Zeta function. This minor aside
will be useful for two main reasons: first, it will give us a relatively straightforward illus-
tration of the techniques that will be used while establishing some useful relations, and
second, it will allow us to claim a stronger result than just that there are an infinitude of
primes in an arithmetic progression; we will be able to state that the ’density’ of primes
in the arithmetic progression m + kn is independent of m (provided, of course, that
(m,k) = 1). Thus, in other words, the primes are roughly equally distributed among
the residue classes modulo k.

Our goal in this section is to prove the following:

Theorem 4.1 For s > 1,

Corollary 4.1 There are an infinitude of primes.

Proof: Assume for the point of contradiction that there are only finitely many primes.
Thus f(s) = >_,p*° would be a continuous function of s, and in particular would be
bounded on the interval s € [0,2]. On the other hand, log ﬁ + O(1) gets arbitrarily
large near s = 1. Thus we have our contradiction.



The following two Lemmas will be useful in proving Theorem 4.1.

Lemma 4.1 Fors > 1,
1
=——40(1
((s) = — +0(1)
Proof: For s > 0, f(x) = x~° is strictly decreasing as a function of x, and thus for

n € N, we have
n+1

(n+1)7°< / x%dr <n”°.
n

Summing over positive n € N, we get that {(s) — 1 < floo x5z < ((s). The integral
evaluates to 1/(s — 1), from which our Lemma follows.

Lemma 4.2 Fors > 1,

9 A _s
a2
n—1

where A(n) is the von Mangoldt function defined by

o 0  otherwise

A(n) = { logp ifn :pk

Proof: Taking logarithms of both sides of the Euler product identity ((s) = Hp(l -
1/p*)~*, and recalling the power series expansion that for |z| < 1, log - = P 2 [k,
we get the following:

log¢(s) = log (H(l - 1/p5)_1>

By rearranging the terms in the above double sum we see that it is the same sum as
that claimed in the statement of the Lemma. (And, since all terms are positive, we can
do this rearangement without affecting the sum, or the convergence). Finally note that
for all n 20 < 1, and thus we have that the series in question must converge absolutely

logn
wherever the zeta function converges absolutely. Namely, we have that Y A(IZ{);;&

converges absolutely to log((s) for s > 1, as desired.




We are now ready to give our proof of Theorem 4.1:
Proof of Theorem 4.1: From Lemmas 4.1 and 4.2, we have the following:

x . —ks A —s
S S 1oy
p

j=1 n=1

Now, we wish to show that the contribution to this sum from the higher prime powers
is finite. This is not hard:

75

- Zip_ks

P j=2

—2s

Now, just note that each of the inner sums is a geometric series, which sums to 1”_?,
and thus, since s > 1, we have

>

P j=2

o0

=1
p—l ; ;77

Thus we have established that the higher powers of primes contribute a constant amount
to the original sum, thus »_ p~* = log—L; + O(1), as desired.

5 Dirichlet L-series

Before proceeding to the proof, it will be helpful define, and establish some basic prop-
erties of Dirichlet L-series.

Definition 5.1 For some character x, the corresponding Dirichlet L-series, L(s, x), is

defined to be
_yoade
n=1

Note that L(s, x) is certainly analytic in for s > 1, as can be seen by comparing it
termwise with the Zeta function.

The following two propositions will help clarify the behavior of Dirichlet L-series.

Proposition 5.1 L(s, xo) can be analytically extended to the half-plane Re(s) > 0, with
the exception of a simple pole with residue ¢(k)/k at the point s = 1.

Proposition 5.2 For x # xo, L(s,x) can be analytically extended to the half-plane
Re(s) > 0.



Proof of Proposition 5.1 Since characters are multiplicative, we can use Euler’s Product

~1
Formula, yielding L(s, xo) = Hp < — %) . Now, recalling that xo(p) = 0 if p|k, and

Xo(p) = 1 otherwise, the above yields

=T 2) T 2) T oIl

ptk P plk plk

Since ((s) can be analytically extended to the half-plane with a simple pole at s = 1,
with residue 1, and the second component is analytic in this region, the product is
analytic in this half-plane with the exception of the point s = 1, where it has residue

[T,k (1) .
[T <1 - %) = % = ¢(k)/k. To see why [],,(p—1) = ¢(k), just note that ¢(k)
is multiplicative.

Proof of Proposition 5.2 For x # xo, we have already shown that Eﬁ:l x(n) = 0,
and that |x(n)| is either 0 or 1, and thus for any z > 1, |Y° -, x(n)| < ¢(k), and, in
particular, is bounded. Thus, since for any s > 0, the sequence {1/n°} is decreasing
monatonically, by Dirichlet’s Test for convergence, L(s,x) = Y .-, x(n)n~* converges
absolutely, and thus is analytic in this region.

The final piece of machinery required before diving into the actual proof is the fol-
lowing proposition:

Proposition 5.3 For x # xo, L(1,x) # 0.

Proof: As we will see, there are two very different cases to consider, according to whether
X is a real, or a complex character. The first case to consider is when Y is a real character
(maps exclusively to R).

5.1 The Real Character

First note that x is a real character implies that it maps to £1 (the only real units), and
thus in order for y # xo to be a homomorphism, it must map the quadratic residues to
1, and the quadratic nonresidues to —1. Simply put, x(q) = (%), where (—) is the Jacobi
symbol (a natural extention of the Legendre symbol). There are various approaches that
we could now take to conclude that L(1, x) # 0. The method we shall follow differs from
Dirichlet’s original method, though relies on similar tactics.

We shall define the following function:

din

f is simply the Dirichlet convolution of y, and the constant function 1. It is easy to see
that since y is multiplicative, so is f. (In fact, it is not hard to show that the Dirichlet



convolution of any two multiplicative functions is also multiplicative. We will now con-
sider the behavior of f on prime powers. First, not that if p divides k, then f(p™) =1,
for any m, since the only divisor of p™ that will have a nonzero contribution will be 1,
which is a quadratic residue. Next, for p { k, in the case that m is even, f(p™) > 1,
because each even divisor of m will contribute a +1, as will 1, and thus there will be at
least one more contributions of +1 than —1 in the sum. Similarly, in the case that m is
odd, we have f(p™) > 0.

From the above properties of f, and f’s multiplicativity, we can conclude that f(n) > 0

for all positive n. Also, f(n?) > 1, since all the prime factors of n? will have even
exponents. Consider now,

F(s) = Y

n=1

infty
> n;ffn”;f)uince Fn) > 0)
> mi::lml%(since fm?) > 1)
= ((2s).

Thus, since ((2s) has a simple pole at s = 1/2, F(s) must have some sort of singularity
for some S > 1/2. Now, just note that F(s) = L(s, x)((s) (since for any n, each divisor
of n will show up in exactly one of the cross terms, which will account for that term
in the sum defining f). If L(1,x) = 0, then this zero would cancel the simple pole of
the zeta function at s = 1, in which case F(s) would be analytic on the entir half-plane
s > 0. But this contradicts our earlier statment that F'(s) has a singularity at some
s >1/2, and thus L(1, x) # 0, as desired.

5.2 The Complex Characters

The second case to consider is when x is a complex character, and thus x # %. In this
case, consider the quantity

P(s) =[] L(s,x).
xe@



Taking the logarithm of both sides, and proceeding in a similar fashion to our proof of
4.2, using the expansion of logﬁ, we get the following:

log(P(s)) = log HH<1_X1§§)>_1

xeG P

= > ) log(l—x(p)/p) "

xeG P

_ Zzzchz

Js
xeG P Jj=1 JP

Recalling Proposition 2.5, the above is simply

)DENED SN

P j>1|pi=1 (mod k)

Thus, since log(P(s)) > 0,for s > 1, we must have P(s) > 1 for s > 1. To conclude,
assume for the point of contradtiction that a complex character x was such that L(1,x) =
0. Then, clearly, L(1,%) = 0, in which case P(s) would have a zero of multiplicity at
least 2 contributed by x, X, and thus the simple pole contributed to P(s) by xo can not
offset this zero of multiplicity at least 2. And thus P(1) = 0, which is not the case, thus
no complex character can have L(1,x) = 0. (Note that this nice argument could not
have been used to prove the case for real characters, since if x is a real character, then
X = X, and thus only one zero is contributed, which will be offset by the simple pole
from xo.)

6 The Proof

We wish to prove the following theorem:

Theorem 6.1 (Dirichlet) > _, (0a 5P " = o g(sﬁ)l +0(1).

The proof of this theorem is now relatively straighforward given the strong machinery
established above.
Proof of Theorem 6.1: First, observe that for any m such that (m, k) = 1, we have

o(k) . ZxEGX pm 1 m-1 x(p)
> oy -2 (42,

p=m (mod k) p x€G

We will now consider the contribution of each character to the total sum.

Considering x, we have that yo(m~ )Z Xo(p ) — =>,p° = log - 1 directly from The-

orem 1. Thus the contribution of the prlnClple character is the dominant contribution,
and in order to prove our theorem, we must show that >, , (x(m_l) > %) =0(1).
The following lemma is clearly sufficient:

10



Lemma 6.1 For x # xo0,)_, % < 0.

Proof: We will proceed as we have done in the proof of Theorem 4.1, working backwards
this time:

_— — x(r") x(™)
gp - gmzﬂ mpms ;m:2 mpms
- X3 M on)

p m=1
1
- ¥ (log (1 - X}E?) > +0(1)
V4

= log(L(s,x)) + O(1).

We have already shown that L(1,x) # 0, and that L(1,x) is analytic near 1, so
log(L(s, x)) is analytic near s = 1, thus is bounded near s = 1. Thus we have proved
our proposition, and our proof of Dirichlet’s theorem is complete.

7 Where To Now?

Well, now that we have the nice result above, there are several natural questions that
we can ask.

The first obvious question, especially in light of our course in which we saw many in-
stances of easy generalizations of properties of Q to other number fields, is ‘Does a similar
result apply in arbitrary number fields?’. The answer is YES. In the first part of the
20" century, Nikolai Chebotarev generalized Dirichlet’s theorem to arbitrary algebraic
number fields that are Galois extensions. The Chebotarev Density Theorem gives a sim-
ilar asymptotic behavior for the density of prime ideals of number fields. Slightly more
specifically, for a finite Galois extension L/K, and a conjugacy class C C Gal(L/K), the
prime ideals of K for which their corresponding ’Frobenius automorphism’ is an element
of C, and which are unramified in L, have density % In essence, the different conjugacy
classes all have the ’same number’ of primes. The proof of this general theorem is quite
involved. The Chebotarev density theorem does show up in some practical applications,
such as in computing the Galois groups associated to a given irreducible polynomial.
We will not venture further in this direction here.

The second natural question is ‘What are the error bounds on the asymtotic behav-
ior?’. This question is particularly natural in light of the strong error bounds on the
prime number theorem.

In an attempt to investigate the error bounds, I ran some tests of the fraction of
primes less than 100,000,000 which lie in various residue classes modulo various primes.
The most interesting observation, is that for a given prime p, although the difference

11



between the numbers of primes in the different residue classes modulo p stays relatively
small (as we showed it should), there seemed to be consistently fewer primes in quadratic
residue classes. The graph attached plots

fo(z) = Z 1- Z 1

p<z,p quad nonres.  (mod q) p<z,p quad res.  (mod q)

in the case ¢ = 3. Considering the primes less than 100,000,000 modulo each of the
24 primes less than 100, for 23 of them f,(100,000,000) > 0, and for the one prime
in this range ,61, for which this value was less than zero, the average value of fg1(x)
over the primes less than 100,000,000 was greater than zero. This was quite compelling,
and deserved chasing down. It turns out that this sort of behavior was first noticed by
Chebyshev in the special case of primes congruent to 1 and 3 modulo 4. This behavior is
known as Chebyshev’s bias, and is quite analogous to the behavior of the error function
for the prime number theorem.

8 m(x)— Li(x)
The prime number theorem states that

m(x) ~ Li(x),

where m(z) is defined to be the number of primes less than z, and Li(z) = [} lodgtx'
(This statement just means that the probability of n being prime is roughly ; Oén.)

From numerical tests, 7(z) — Li(z) tends to be less than zero. In fact, no x is known
for which m(x) — Li(x) > 0. Nevertheless, in 1914, Littlewood proved that 7(z) — Li(x)
changes sign infinitely often. The best we can do for an example of where this function
is negative, is the bound proven in 1987 by te Riele, stating that m(x) — Li(x) > 0 for
some z < 10370

In contrast to these difficult results, the general behavior of m(z) — Li(x) can be ex-
plained rather easily. Li(x) essentially counts the number of prime powers that are at
most z, whereas 7(z) counts the number of primes. The number of prime squares has
the same magnitude as the error term in the prime number theorem (and the number of
cubes, and higher powers, is negligeable compared to the number of squares), and thus
we should expect that 7 will fall slightly short of Li(x).

The above intuitive explanation can be solidified using the von Mangoldt ‘explicit for-

mula’: ¢(0) ;
T
Aln) =z — — —.
2 Am ==y = 2 S
< 2[¢(2)=0
(The above can be derived pretty easily, starting with Perron’s formula and techniques
from complex analysis, but it is outside the scope of this paper.) % = log(2m), and

the sum on the right can be split up into the contribution from the trivial zeros of the

12



zeta function at the negative even integers, and the zeros with 0 < Re(z) < 1. The
contribution from the trivial zeros ends up being %log(l — x%) Thus, if we assume the
Riemann Hypothesis, Mangoldt’s explicit formula yields

1 1 x”
pr<z YI¢(1/2+iv)=
iy
= iL‘—.CUl/Q Z /;ﬁ +0(~T1/2).
YI¢(1/2+iv)= 7

If we wish to count the density of primes, instead of the density of prime powers, then
we should be considering Zpg - log(p). This sum is simply

vy
> log(p) = > log(p)— Y logp+O0(z'F) =z—2'2 (14 ﬁ +o(z'/?).

p<z p<z p<zl/? YI€(1/2+1iv)=

iy
Thus prOVIded that Z'Y|C 1/2+7/Y) 0 1/";7_’_717
will cause our true value to be slightly shy of the predicted value Li(x). (The sum over
nontrivial zeros is some slowly oscillating trigonometric series.)

is zero on average, which it is, the extra 1

9 Chebyshev’s Bias

The explanation for the presence of slightly fewer primes in quadratic residue classes is
very similar to the above. First we shall give the intuitive explanation, which closely
paralells the intuitive explanation given above for the difference 7(x) — Li(x).

In our proof of Dirichlet’s theorem, we were counting the number of prime powers that
are in the desired residue class. (Recall the proof of Lemma 4.2.) Instead, what we
are interested in is only the density of primes in the above residue classes. Since the
contribution of prime cubes, and higher powers is dwarfed by the contribution of prime
squares, it suffices to consider the magnitude of our error by assessing the contribution
of the prime squares. For quadratic residue classes, the contribution from the prime
squares that are in our class will need to be subtracted. Since this amount to be sub-
tracted is of the same order as our error term, it will bias those residue classes.

As in the previous subsection, this intuitive explanation can be rigorized. Assuming
the generalized Riemann hypothesis, the analogous formulae are the following:

-2 (X x(@)% =0 T
Z ln(p) _ ( X YIL(1/2+iv,x)=0 1/2+17)+0(x1/2)

p*=q (mod k),p"<z ¢(k)

S ) = > In(p) — > In(p) + O(z'"?)

p=q (mod k),p<z p"=q (mod k),p"<z p?=q (mod k),p?<z

= > In(p) — [{yly’ =q (mod k)}a'/? + o(a'/?).

p"=q (mod k),p"<z

13



Thus we have pinned down this rather interesting side note on the frequency of primes
in various residue classes.

10 Final Thoughts

It is quite nice that many of the arguments, and facts about primes apply with minimal
adaptation to primes in individual residue classes. This might make us suspect that
other facts about the general distribution of primes might also apply in some form to
primes in a residue class. For example, we have strict bounds on the maximum gaps
between primes. It is not too hard to show that for any n, there is at least one prime
between n and 2n. Can we make a similar argument regarding primes in arithmetic
progressions? What about twin primes? For any arithmetic progression nk + ¢, do there
exist an infinitude of prime pairs, where a prime pair is defined as (nk+¢q, (n+ 1)k +q),
in the case that k is even, or (nk + ¢, (n + 2)k + ¢) in the case that k is odd? The an-
swer should probably be ‘YES’ in both cases, though I haven’t really looked into either
question.

11 my comments on my paper

I never actually defined ‘density’ rigorously, but I think this is fine, since it coincides
with the intuitive sense. I leave out most things that involve lots of complex analysis.
This should also be okay. As a side note, I wrote my final paper for math 113 (Complex
Analysis) on the prime number theorem, and some related questions, so for me this was
an especially nice follow-up to that. Thanks for teaching me this semester. Your online
course book was wonderful, and will be a very useful resource for me in the future. I'm
sorry for not attending more classes this semester. (The course notes were so good, and
class was early...:) Anyway, thanks again, and good luck in California.
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